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Summary. This chapter presents a broad overview of Computational Intelligence

of the current literature on CI based approaches to various problems in multime-
dia computing such as speech, audio and image processing, video watermarking,
content-based multimedia indexing and retrieval are presented. We discuss some
representative methods to provide inspiring examples to illustrate how CI could be
applied to resolve multimedia computing problems and how multimedia could be
analyzed, processed, and characterized by computational intelligence. Challenges to
be addressed and future directions of research are also presented.
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1 Introduction

Last few decades have seen a new era of arti“cial intelligence focusing on the
principles, theoretical aspects, and design methodology of algorithms gleaned
from nature. Examples are arti“cial neural networks inspired by mammalian
neural systems, evolutionary computation inspired by natural selection in bi-
ology, simulated annealing inspired by thermodynamics principles and swarm
intelligence inspired by collective behavior of insects or micro-organisms, etc.,
interacting locally with their environment causing coherent functional global
patterns to emerge. Computational intelligence is a well-established paradigm,
where new theories with a sound biological understanding have been evolv-
ing. The current experimental systems have many of the characteristics of
biological computers (brains in other words) and are beginning to be built
to perform a variety of tasks that are di�cult or impossible to do with
conventional computers. De“ning computational intelligence is not an easy
task [95]. In a nutshell, which becomes quite apparent in light of the current
research pursuits, the area is heterogeneous as being dwelled on such technolo-
gies as neural networks, fuzzy systems, rough sets, evolutionary computation,
swarm intelligence, probabilistic reasoning [13] and multi-agent systems. The
recent trend is to integrate di�erent components to take advantage of com-
plementary features and to develop a synergistic system. Hybrid architectures
like neuro-fuzzy systems, evolutionary-fuzzy systems, evolutionary-neural net-
works, evolutionary neuro-fuzzy systems, rough-neural, rough-fuzzy, etc., are
widely applied for real world problem solving.

Multimedia is any multiple forms of media integrated together at a time.
In modern times, the advent of musical accompaniment to silent “lms was an
early form of multimedia. Even the simplest ancient dance forms use multiple
media types in the form of sound and vision to convey additional meaning. The
currently accepted understanding of multimedia generally involves a variety
of media, such as still images, video, sound, music and text, presented using
a computer as the storage device, delivery controller and delivery medium.
The various media types are usually stored as digital assets and their delivery
to the viewer is facilitated by some sort of authoring language. The multi-
media technology is one kind development rapid the natural subinformation
technique, it changes computer and brings a profound revolution. Multimedia
technique will accelerate the development of our live. Even nowadays, most
media types are only designed to be perceived by two senses, vision and hear-
ing. Still, incredibly powerful messages can be communicated using just these
two senses. A subset of multimedia is interactive multimedia. In this de“nition
the delivery of the assets is dependent on decisions made by the viewer at the
time of viewing. Some subject areas lend themselves to interactivity, such as
self-paced learning and game play. Other areas are mostly not enhanced by
interactivity: here we “nd the traditional “lm and storytelling genres, where
we are expected to travel in a prescribed direction to perceive the message in
a sequential fashion.
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Current research of multimedia processing is shifting from coding (MPEG-
1,2,4) to automatic recognition (MPEG-7). Its research domain will cover tech-
niques for object-based representation and coding; segmentation and tracking;
pattern detection and recognition; multimodal signals fusion, conversion and
synchronization, as well as content-based indexing and subject-based retrieval
and browsing.

Multimedia processing is a very important scienti“c research domain with
a broad range of applications. The development of new insights and applica-
tions results from both fundamental scienti“c research and the development of
new technologies. One of these emerging technologies is computational intelli-
gence, which is a generic term for a speci“c collection of tools to model uncer-
tainty, imprecision, evolutionary behavior and complex models. This chapter
will be a comprehensive view of modern computational intelligence theory in
the “eld of multimedia processing.

The objective of this book chapter is to present to the computational
intelligence techniques and multimedia processing research communities the
state of the art in the computational intelligence applications to multime-
dia processing and motivate research in new trend-setting directions. Hence,
we review and discuss in the following Sections some representative methods
to provide inspiring examples to illustrate how CI techniques could be ap-
plied to resolve multimedia problems and how multimedia could be analyzed,
processed, and characterized by computational intelligence. These representa-
tive examples include (1) Computational Intelligence for speech, audio, image
and video processing, (2) CI in audio…visual recognition systems, (3) Compu-
tational Intelligence in multimedia watermarking, and (4) CI in multimedia
content-based indexing and retrieval.

To provide useful insights for CI applications in multimedia processing,
we structure the rest of this chapter into “ve Sections. Section 2 introduces
the fundamental aspects of the key components of modern computational in-
telligence including neural networks, rough sets, fuzzy sets, particle swarm
optimization algorithm, evolutionary algorithm and near sets. Section 3 re-
views some past literature in using the computational intelligence in speech,
audio, and image processing, as well as in speech emotion recognition and
audio…visual recognition systems. A review of the current literature on com-
putational intelligence based approaches in video processing problems such
as video segmentation as well as adaptation of c-means clustering algorithm
to rough set theory in solving multimedia segmentation and clustering prob-
lems is presented in Sect. 4. Section 5 reviews and discuss some successful
work to illustrate how CI could be applied to multimedia watermarking prob-
lems. Computational intelligence in content-based multimedia indexing and
retrieval is reviewed in Sect. 6. Challenges and future trends are addressed
and presented in Sect. 7.
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Fig. 2. Typical multilayered neural network

Each neuron is characterized by an activity level (representing the state
of polarization of a neuron), an output value (representing the “ring rate of
the neuron), a set of input connections, (representing synapses on the cell
and its dendrite), a bias value (representing an internal resting level of the
neuron), and a set of output connections (representing a neuron•s axonal pro-
jections). Each of these aspects of the unit is represented mathematically
by real numbers. Thus each connection has an associated weight (synaptic
strength), which determines the e�ect of the incoming input on the activation
level of the unit. The weights may be positive or negative. Referring to Fig. 2,
the signal ”ow from inputs {x1, . . . , xn } is considered to be unidirectional in-
dicated by arrows, as is a neuron•s output signal ”ow (O). The neuron output
signal O is given by the following relationship:

O = f (net) = f

�
n�

j =1

wj xj

�
, (1)

where wj is the weight vector and the function f (net) is referred to as an
activation (transfer) function. The variable net is de“ned as a scalar product
of the weight and input vectors

net = wT x = w1x1 + · · · + wn xn , (2)

whereT is the transpose of a matrix. A typical Gaussian and logistic activation
function is plotted in Fig. 3.

Neural Network Architecture

The behavior of the neural network depends largely on the interaction be-
tween the di�erent neurons. The basic architecture consists of three types of
neuron layers: input, hidden and output layers. In feed-forward networks, the
signal ”ow is from input to output units strictly in a feed-forward direction.
The data processing can extend over multiple (layers of) units, but no feed-
back connections are present, that is, connections extending from outputs of
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Fig. 3. Typical Gaussian and logistic activation function

units to inputs of units in the same layer or previous layers. Recurrent net-
works contain feedback connections. Contrary to feed-forward networks, the
dynamical properties of the network are important. In some cases, the acti-
vation values of the units undergo a relaxation process such that the network
will evolve to a stable state in which these activations do not change anymore.
In other applications, the changes of the activation values of the output neu-
rons are signi“cant, such that the dynamical behavior constitutes the output
of the network. There are several other neural network architectures (Elman
network, adaptive resonance theory maps, competitive networks, etc.) depend-
ing on the properties and requirement of the application. Reader may refer
to [2] for an extensive overview of the di�erent neural network architectures
and learning algorithms. A neural network has to be con“gured such that the
application of a set of inputs produces the desired set of outputs. Various
methods to set the strengths of the connections exist. One way is to set the
weights explicitly, using a priori knowledge. Another way is to train the neural
network by feeding it teaching patterns and letting it change its weights ac-
cording to some learning rule. The learning situations in neural networks may
be classi“ed into three distinct sorts. These are supervised learning, unsuper-
vised learning and reinforcement learning. In supervised learning, an input
vector is presented at the inputs together with a set of desired responses, one
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for each node, at the output layer. A forward pass is done and the errors or
discrepancies, between the desired and actual response for each node in the
output layer, are found. These are then used to determine weight changes in
the net according to the prevailing learning rule. The term •supervised• orig-
inates from the fact that the desired signals on individual output nodes are
provided by an external teacher. The best-known examples of this technique
occur in the backpropagation algorithm, the delta rule and perceptron rule.
In unsupervised learning (or self-organization) a (output) unit is trained to
respond to clusters of pattern within the input. In this paradigm the system
is supposed to discover statistically salient features of the input population.
Unlike the supervised learning paradigm, there is no a priori set of categories
into which the patterns are to be classi“ed; rather the system must develop
its own representation of the input stimuli. Reinforcement learning is learning
what to do … how to map situations to actions … so as to maximize a numerical
reward signal. The learner is not told which actions to take, as in most forms
of machine learning, but instead must discover which actions yield the most
reward by trying them. In the most interesting and challenging cases, actions
may a�ect not only the immediate reward, but also the next situation and,
through that, all subsequent rewards. These two characteristics, trial-and-
error search and delayed reward are the two most important distinguishing
features of reinforcement learning.

Major Neural Network Architecture and Learning Models

Via selection of transfer function and connection of neurons, various neural
networks can be constructed to be trained for producing the speci“ed outputs.
Major neural networks that are commonly used for multimedia applications
are classi“ed as feed-forward neural network, feedback network or recurrent,
self-organizing map and Adaptive Resonance Theory (ART) networks. The
learning paradigms for the neural networks in multimedia processing gener-
ally include supervised networks and unsupervised networks. In supervised
training, the training data set consists of many pairs in the source and target
patterns. The network processes the source inputs and compares the resulting
outputs against the target outputs, and adjusts its weights to improve the
correct rate of the resulting outputs. In unsupervised networks, the training
data set does not include any target information.

Feed-Forward Neural Network

A general Feed-forward network often consists of multiple layers, typically
including one input layer, a number of hidden layers, and an output layer.
In the feed-forward neural networks, the neuron in each layer are only fully
interconnected with the neurons in the next layer, which means signals or
information being processed travel along a single direction. Back-propagation
(BP) network is a supervised feed-forward neural network and it is a simple
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stochastic gradient descent method to minimize the total squared error of the
output computed by the neural network. Its errors propagate backwards from
the output neurons to the inner neurons. The processes of adjusting the set
of weights between the layers and recalculating the output continue until a
stopping criterion is satis“ed. The Radial basis function (RBF) network is
a three-layer supervised feed-forward network that uses a nonlinear transfer
function (normally the Gaussian) for the hidden neurons and a linear transfer
function for the output neurons. The Gaussian function is usually applied
to the net input to produce a radial function of the distance between each
pattern vector and each hidden unit weight vector.

Recurrent Networks

Recurrent networks are the state-of-the-art in nonlinear time series predic-
tion, system identi“cation, and temporal pattern classi“cation. As the out-
put of the network at time t is used along with a new input to compute
the output of the network at time t + 1, the response of the network is dy-
namic. Time-Lag Recurrent Networks (TLRN) are multi-layered perceptrons
extended with short-term memory structures that have local recurrent con-
nections. The TLRN is a very appropriate model for processing temporal
(time-varying) information. Examples of temporal problems include time se-
ries prediction, system identi“cation and temporal pattern recognition. The
training algorithm used with TLRNs (backpropagation through time) is more
advanced than standard backpropagation algorithm. The main advantage of
TLRNs is the smaller network size required to learn temporal problems when
compared to MLP that use extra inputs to represent the past samples (equiv-
alent to time delay neural networks). An added advantage of TLRNs is their
low sensitivity to noise.

Self Organizing Feature Maps

Self Organizing Feature Maps (SOFM) are a data visualization technique
proposed by Kohonen [3], which reduce the dimensions of data through the
use of self-organizing neural networks. A SOFM learns the categorization,
topology and distribution of input vectors. SOFM allocate more neurons to
recognize parts of the input space where many input vectors occur and allocate
fewer neurons to parts of the input space where few input vectors occur.
Neurons next to each other in the network learn to respond to similar vectors.
SOFM can learn to detect regularities and correlations in their input and
adapt their future responses to that input accordingly. An important feature
of SOFM learning algorithm is that it allow neurons that are neighbors to
the winning neuron to output values. Thus the transition of output vectors is
much smoother than that obtained with competitive layers, where only one
neuron has an output at a time. The problem that data visualization attempts
to solve is that humans simply cannot visualize high dimensional data. The
way SOFM go about reducing dimensions is by producing a map of usually
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Fig. 6. The functional block diagram of a genetic algorithm

A “tness function must be devised for each problem to be solved. Given a par-
ticular chromosome, the “tness function returns a single numerical “tness or
“gure of merit, which will determine the ability of the individual, which that
chromosome represents. Reproduction is the second critical attribute of GA•s
where two individuals selected from the population are allowed to mate to pro-
duce o�spring, which will comprise the next generation. Having selected two
parents, their chromosomes are recombined, typically using the mechanisms
of crossover and mutation.

There are many ways in which crossover can be implemented. In a sin-
gle point crossover two chromosome strings are cut at some randomly chosen
position, to produce two •head• segments, and two •tail• segments. The tail
segments are then swapped over to produce two new full-length chromosomes.
Crossover is not usually applied to all pairs of individuals selected for mat-
ing. Another genetic operation is mutation, which is an asexual operation
that only operates on one individual. It randomly alters each gene with a
small probability. Traditional view is that crossover is the more important of
the two techniques for rapidly exploring a search space. Mutation provides a
small amount of random search, and helps ensure that no point in the search
space has a zero probability of being examined. If the GA has been correctly
implemented, the population will evolve over successive generations so that
the “tness of the best and the average individual in each generation increases
towards the global optimum. Selection is the survival of the “ttest within
GA•s. It determines which individuals are to survive to the next generation.
The selection phase consists of three parts. The “rst part involves determi-
nation of the individual•s “tness by the “tness function. A “tness function
must be devised for each problem; given a particular chromosome, the “tness
function returns a single numerical “tness value, which is proportional to the
ability, or utility, of the individual represented by that chromosome. For many
problems, deciding upon the “tness function is very straightforward, for ex-
ample, for a function optimization search; the “tness is simply the value of
the function. Ideally, the “tness function should be smooth and regular so
that chromosomes with reasonable “tness are close in the search space, to
chromosomes with slightly better “tness. However, it is not always possible
to construct such ideal “tness functions. The second part involves converting
the “tness function into an expected value followed by the last part where
the expected value is then converted to a discrete number of o�spring. Some
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of the commonly used selection techniques are roulette wheel and stochas-
tic universal sampling. Genetic programming applies the GA concept to the
generation of computer programs. Evolution programming uses mutations to
evolve populations. Evolution strategies incorporate many features of the GA
but use real-valued parameters in place of binary-valued parameters. Learn-
ing classi“er systems use GAs in machine learning to evolve populations of
condition/action rules.

2.6 Intelligent Paradigms: Probabilistic Computing and Swarm
Intelligence

Probabilistic models are viewed as similar to that of a game, actions are based
on expected outcomes. The center of interest moves from the deterministic to
probabilistic models using statistical estimations and predictions. In the prob-
abilistic modeling process, risk means uncertainty for which the probability
distribution is known. Therefore risk assessment means a study to determine
the outcomes of decisions along with their probabilities. Decision-makers of-
ten face a severe lack of information. Probability assessment quanti“es the
information gap between what is known, and what needs to be known for
an optimal decision. The probabilistic models are used for protection against
adverse uncertainty, and exploitation of propitious uncertainty.

Swarm intelligence is aimed at collective behavior of intelligent agents in
decentralized systems. Although there is typically no centralized control dic-
tating the behavior of the agents, local interactions among the agents often
cause a global pattern to emerge. Most of the basic ideas are derived from
the real swarms in the nature, which includes ant colonies, bird ”ocking, hon-
eybees, bacteria and microorganisms, etc. Ant Colony Optimization (ACO),
have already been applied successfully to solve several engineering optimiza-
tion problems. Swarm models are population-based and the population is
initialised with a population of potential solutions. These individuals are then
manipulated (optimised) over many several iterations using several heuristics
inspired from the social behavior of insects in an e�ort to “nd the optimal
solution. Ant colony algorithms are inspired by the behavior of natural ant
colonies, in the sense that they solve their problems by multi agent cooperation
using indirect communication through modi“cations in the environment. Ants
release a certain amount of pheromone (hormone) while walking, and each ant
prefers (probabilistically) to follow a direction, which is rich of pheromone.
This simple behavior explains why ants are able to adjust to changes in the
environment, such as optimizing shortest path to a food source or a nest. In
ACO, ants use information collected during past simulations to direct their
search and this information is available and modi“ed through the environ-
ment. Recently ACO algorithms have also been used for clustering data sets.



Computational Intelligence in Multimedia Processing 25

stuttering event. It also reports results of some experiments on automatic
detection of speech disorder events that were based on both rough sets and
arti“cial neural networks.

Andrzej and Marek [54] presented a method for pitch estimation enhance-
ment. Pitch estimation methods are widely used for extracting musical data
from digital signal. A brief review of these methods is included in the pa-
per. However, since processed signal may contain noise and distortions, the
estimation results can be erroneous. The proposed method was developed
in order to override disadvantages of standard pitch estimation algorithms.
The introduced approach is based on both pitch estimation in terms of signal
processing and pitch prediction based on musical knowledge modeling. First,
signal is partitioned into segments roughly analogous to consecutive notes.
Thereafter, for each segment an autocorrelation function is calculated. Au-
tocorrelation function values are then altered using pitch predictor output.
A music predictor based on arti“cial neural networks was introduced for this
task. The description of the proposed pitch estimation enhancement method
is included and some details concerning music prediction are discussed.

Liu et al. [48] proposed an improved hybrid support vector machine and
duration distribution based hidden Markov (SVM/DDBHMM) decision fu-
sion model for robust continuous digital speech recognition. The probability
outputs combination of Support Vector Machine and Gaussian mixture model
in pattern recognition (called FSVM), and embedding the fusion probability
as similarity into the phone state level decision space of the Duration Distri-
bution Based Hidden Markov Model (DDBHMM) speech recognition system
(named FSVM/DDBHMM) were investigated. The performances of FSVM
and FSVM/DDBHMM are demonstrated in Iris database and continuous
mandarin digital speech corpus in four noise environments (white, volvo, bab-
ble and destroyer-engine) from NOISEX-92. The experimental results show
the e�ectiveness of FSVM in Iris data, and the improvement of average word
error rate reduction of FSVM/DDBHMM from 6% to 20% compared with
the DDBHMM baseline at various signal noise ratios (SNRs) from−5 dB to
30 dB by step of 5 dB.

Andrzej [50] investigated methods for the identi“cation of direction of
the incoming acoustical signal in the presence of noise and reverberation.
Since the problem is a non-deterministic one, thus applications of two learning
algorithms, namely neural networks and rough sets were developed to solve
it. Consequently, two sets of parameters were formulated in order to discern
target source from unwanted sound source position and then processed by
learning algorithms. The applied feature extraction methods are discussed,
training processes are described and obtained sound source localizing results
are demonstrated and compared.

Kostek et al. [53] presented an automatic singing voice recognition us-
ing neural network and rough sets. For this purpose a database containing
singers• sample recordings has been constructed and parameters are extracted
from recorded voices of trained and untrained singers of various voice types.
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Fig. 8. The hierarchy of videos and examples of multi-modal SOMs [46]

boolean calculation to reduce the context of concept lattices. The scale of the
problem is reduced by using this method. At the same time, the e�ciency of
image retrieval is improved, which is re”ected in the experiments.

Fuzzy set methods have been already applied to the representation of
”exible queries and to the modeling of uncertain pieces of information in data-
bases systems, as well as in information retrieval. This methodology seems to
be even more promising in multimedia databases which have a complex struc-
ture and from which documents have to be retrieved and selected not only
from their contents, but also from the idea the user has of their appearance,
through queries speci“ed in terms of user•s criteria. Dubois et al. [14] provided
a preliminary investigation of the potential applications of fuzzy logic in mul-
timedia databases. The problem of comparing semi-structured documents is
“rst discussed. Querying issues are then more particularly emphasized. They
distinguish two types of request, namely, those which can be handled within
some extended version of an SQL-like language and those for which one has
to elicit user•s preference through examples.

Hassanien and Jafar [8] presented an application of rough sets to feature
reduction, classi“cation and retrieval for image databases in the framework
of content-based image retrieval systems. The presented description of rough
sets theory emphasizes the role of reducts in statistical feature selection, data
reduction and rule generation in image databases. A key feature of the in-
troduced approach is that segmentation and detailed object representation
are not required. In order to obtain better retrieval results, the image texture
features can be combined with the color features to form a powerful discrimi-
nating feature vector for each image. Texture features from the co-occurrence
matrix are extracted, represented and, normalized in attribute vector then
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the rough set dependency rules are generated directly from the real value
attribute vector. Then the rough set reduction technique is applied to “nd
all reducts of the data which contains the minimal subset of attributes that
are associated with a class label for classi“cation. A new similarity distance
measure based on rough sets was presented. The classi“cation and retrieval
performance are measured using recall-precision measure, as is standard in all
content based image retrieval systems. Figure 9 illustrates the image classi-
“cation and retrieval scheme based on the rough set theory framework. (See
also [114])

Chen and Wang [113] proposed a fuzzy logic approach UFM (Uni“ed
Feature Matching), for region-based image retrieval. In their retrieval sys-
tem, an image is represented by a set of segmented regions, each of which is

Fig. 9. CBIR in rough sets frameworks [8]
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