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Plant species identification using leaf
biometrics and swarm optimization: A hybrid
PSO, GWO, SVM model
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Abstract. The classification of plants species is a crucial process in some agricultural-based industries. However, different plant
species share a very close relationship to human beings. This paper proposes a plant identification model based on leaf biometrics
(shape, texture and color) hybrid with two most recent swarm optimization algorithms. For which, particle Swarm Optimization
(PSO) is adopted as a pre-processing phase for leaf image segmentation. While, Grey Wolf Optimizer (GWO) is obtained to
reduce the dimension of the leaf texture descriptors. Finally, the dual coordinate descent L2-SVM classifier is used to classify
the different plant species. The proposed model aims to achieve high identification accuracy using less leaf’s descriptors. Several
experiments on Flavia dataset and swedish dataset are conducted. The experimental analysis showed that, the proposed model
yields to improve the identification rate up to 98.9% and 93.3% for both Flavia and Swedish dataset respectively, which are the
improved values over the literature.

Keywords: Plant identification, bio-inspired optimization, Particle Swarm Optimization (PSO), Grey Wolf Optimizer (GWO),
support vector machine (SVM)

1. Introduction

Plants play an essential role in conserving the earth’s
ecology and play a major one in medical science. Thus,
the research of plant categorization is needed to iden-
tify the classes and families of the plants. In general,
plant identification is based on the observation of var-
ious plant’s morphological characteristics such as the
structure of flowers, bark,roots, fruits or leaves [1,2].

Plant leaves play a paramount role in plant classi-
fication due to its easiness to access, carry and pro-
cess. For this reasons, plant species identification sys-
tems based on plant leaves have been by far the most
reported in the literature [3–7].

However, the challenges in automatic plant identifi-
cation through leaves images arise from the fact that
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leaves taxonomic have large variability in color and
texture within the same species and a very fine differ-
ences between the various species. Therefor, interest
for the visual classification of plant species have grown
recently [8,9].

Several researchers have made an attempt to develop
efficient and robust plant identification system by ex-
ploiting different image processing techniques and pat-
tern recognition. Kadir et al. presented a plant identi-
fication system that integrates leaves shape, color, and
textures features. The probabilistic neural network was
employed for the classification of plant leaves. Color
and lacunary based texture features were taken for con-
sideration to offer better performance. The scheme was
tested on the Flavia dataset to perform accuracy of
93.75% [10].

Lee and Hong presented a leaf recognition system
using the leaf major main vein and the shape for the
classification of plant. The system employs the fre-
quency domain data by using Fast Fourier Transform
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(FFT) methods with distance between contour and cen-
troid on the detected leaf image. For which, 21 leaf fea-
tures were extracted ten features using FFT magnitude,
four basic geometric features, five vein features, and
convex hull feature. Their system provided an average
recognition rate of 97.19% on the Flavia dataset [11].

Sainin and Alfred presented a leaf plant identifica-
tion system, where they propose a modified nearest
neighbour method called NNDM for leaf classification
based on unsupervised and supervised distance ma-
trix. For which, the Euclidean distance method coupled
with a distance loss function is used to create the dis-
tance matrix. Their system shows classification accu-
racy of 92.6% on the swedish dataset [12].

Aakif and Khan proposed an algorithm for plant
identification based on three distinct stages: pre-
processing, feature extraction and artificial neural net-
work (ANN) classification. Different morphological
features, Fourier descriptors and a proposed shape-
defining feature, are extracted. To verify the effective-
ness of their algorithm, it has been tested on Flavia
dataset; where the results reported 96% classification
accuracy [13].

Nature is consider to be the best teacher and its ca-
pabilities are extremely enormous, that researchers are
trying to mimic nature designs in technology [14]. Ma-
jority of bio-inspired methods are based on some char-
acteristics of biological system; for which, a special
class of bio-inspired methods have been developed by
drawing inspiration from swarm intelligence behavior.

Thus, in the literature, several works related to plant
identification based on bio-inspired methods can be
found. Ghasab et al. employed the ant colony optimiza-
tion (ACO) as a feature decision-making algorithm.
The ACO algorithm is used to investigate a set of fea-
sible feature such as shape, texture and color for the
recognition of individual species. The selected features
are used by support vector machine (SVM) to classify
the different species. The results of the ACO-based ap-
proach achieved an average accuracy of 95.53%.

Eid in [7] proposed a leaf identification model,
which adopts the particle swarm optimization (PSO)
for leaf images segmentation. The HOG features vec-
tors are extracted from the PSO-segmented image.
Then, two pre-processing phase were consider infor-
mation gain (IG) as feature selection and discritiza-
tion. The proposed model was evaluated on the Flavia
dataset. Experiments are conducted on different clas-
sifiers; where, results reported an improvement of the
identification accuracy.

It can be observed that many methods have been pro-
posed for plant species identification based on one or

two of the leaf biometrics; shape, texture or color; but,
only few methods have been proposed on combining
shape, texture and color features. However for bring-
ing up such features combination; a long-time training
and fully established financial resources are needed.

This motivates to develop an accurate, fast, and ef-
ficient model for an automatic identification of wide
range of plant species. In the present study, we propose
an automated identification model using leaf biomet-
rics (color, texture and shape) hybrid with two swarm
optimization algorithms: Particle Swarm Optimization
(PSO) and Grey Wolf Optimizer (GWO). The pro-
posed plant identification model aims to achieve high
classification accuracy using less leaf’s descriptors as
training data.

This paper presents three major contributions for
leaf plant identification:

1. PSO is adopted as a pre-processing phase to seg-
ment the the RGB leaf image, in order to en-
hance the quality of the shape descriptors ex-
tracted from the segmented image.

2. GWO is obtained as a post-processing to reduce
the dimension of the texture descriptors vector, to
speed up the classification time.

3. We demonstrate that combining different leaf
biometrics ;shape, texture and color descriptors;
with the dual coordinate descent L2-SVM clas-
sifier leads to a performance improvement up to
98.9%.

The rest of this paper is organized as follows: Sec-
tion 2 gives an overview of bio-Inspired Optimization,
where Sections 2.1 and 2.2 give the mathematical con-
cepts of Particle Swarm Optimization (PSO) and Grey
Wolf Optimizer (GWO). While, Section 3 describes
the different modules of the proposed plant identifica-
tion model. Section 4 presents two leaf plant dataset;
the Flavia and swedish dataset. Experimentation and
discussion occupy the remainder of the paper in Sec-
tion 5. Finally, conclusions are draw out in Section 6.

2. Bio-inspired swarm optimization

Optimization literally means finding the best possi-
ble solution. The nature of different optimization al-
gorithms can be divided into two main categories: de-
terministic and stochastic [15]. Stochastic algorithms
are further classified into: heuristic and meta-heuristic
method [16]. The former methods discover the best so-
lution based on trial and error. While, the later meth-
ods are based on the iterative improvement of either
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a population of solutions (Evolutionary algorithms) or
trajectory solution (Tabu Search). Meta-heuristic meth-
ods employ local search and randomization to solve a
given optimization problem [17].

To solve real problems, optimization require enor-
mous computational efforts, which tend to fail as the
problem size increases. This motivate for employ-
ing bio-inspired stochastic optimization algorithms as
computationally efficient. The majority of bio-inspired
algorithms have been developed by drawing their in-
spiration from swarm intelligence.

Swarm intelligence refers to the implementation of
collective groups of agents that simulate the behav-
ior of real world swarm. For which, the collection of
agents interact locally with each other as well as with
their environment; whereby, they follow very simple
rules without any centralized manipulation of the ran-
dom local behavior. The main reasons of the growing
popularity of swarm intelligence based algorithms are
the flexibility and versatility offered by them. As a re-
sult, the adaptability and self-learning capability of the
swarm intelligence algorithms attracted several appli-
cation areas.

2.1. Particle Swarm Optimization (PSO)

Particle Swarm Optimization (PSO) is a global op-
timization technique developed by Kennedy and Eber-
hart in 1995 [18]. PSO is inspired by the social be-
havior of bird flocking searching for food. For which,
the swarm is initialized with a random population of
particles; where each particle of the swarm represents
a candidate solution in the search space. In order to
find the best solution, each particle changes its search-
ing direction based on two positions: The individual
best previous position (pbest), represented by Pi =
(pi1, pi2, ..., pid); and the global best position of the
swarm (gbest) Gi = (gi1, gi2, ..., gid) [19].

For a d-dimensional space, the position of the parti-
cle i at iteration t can be represented as:

xti = xti1, x
t
i2, ..., x

t
id (1)

And its velocity is given by:

vti = vti1, v
t
i2, ..., v

t
id (2)

The particle updates its velocity according to:

vt+1
id = w × vtid + c1 × r1(ptid − xtid)

(3)
+ c2 × r2(gtid − xtid)

Where,w is the inertia weight and r1 and r2 are ran-
dom numbers distributed in the range [0, 1]. The cog-

nition learning factor and the social learning factor are
represent by the positive constant c1 and c2 respec-
tively. ptid denotes the best previous position found so
far for the ith particle and gtid denotes the global best
position so far [20].

While, each particle updates its position in the
swarm based on the following equation:

xt+1
id = xtid + vt+1

id (4)

2.2. Grey Wolf Optimizer (GWO)

Grey Wolf Optimizer (GWO) is a meta-heuristic op-
timization algorithm; inspired by grey wolves
swarm [21]. The GWO mimics the social leader-
ship hierarchy and hunting mechanism of grey wolves
swarms in nature. The population in GWO algorithm
is divided into four types: alpha α, beta β, delta δ and
omega ω. For which, the formal three wolves types
guide the final wolves type toward the optimum areas
in the search space.

During optimization, the wolves update their posi-
tions by:

−→
X (t+ 1) =

−→
Xp(t)−

−→
A.
−→
D (5)

−→
D = |

−→
C .
−→
Xp(t)−

−→
X (t)| (6)

where, t indicates the current iteration,
−→
A and

−→
C are

coefficient vectors,
−→
Xp is the position vector of the

prey, and
−→
X is the position vector of a grey wolf.

The coefficient vectors
−→
A and

−→
C are calculated by:

−→
A = 2−→a .−→r1(t)−−→a (7)
−→
C = 2−→r2 (8)

where, a decreased linearly from 2 to 0, and r1, r2 are
random vectors in the range [0, 1].

During GW optimization, α, β and δ are assumed
to be the first three best solutions respectively. While,
ω update their positions with respect to α, β and δ, as
follows:

−→
X (t+ 1) =

−→
X1 +

−→
X2 +

−→
X3

3
(9)

where,
−→
X1 =

−→
Xα −

−→
A1.(
−→
Dα) (10)

−→
X2 =

−→
Xβ −

−→
A2.(
−→
Dβ) (11)

−→
X3 =

−→
Xδ −

−→
A3.(
−→
Dδ) (12)

and
−→
Dα = |

−→
C1.
−→
Xα −

−→
X | (13)
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Fig. 1. Proposed plant species identification model.

−→
Dβ = |

−→
C2.
−→
Xβ −

−→
X | (14)

−→
Dδ = |

−→
C3.
−→
Xδ −

−→
X | (15)

GW optimization algorithm is able to provide com-
petitive results compared to other meta-heuristics algo-
rithms, as reported in [21]; and is effective in solving
challenging real-life problems.

3. Proposed plant species identification model

The architecture of the proposed plant species iden-
tification model is shown in Fig. 1. For which, it com-
bines three leaf biometrics descriptors (color, shape
and texture) hybrid with two optimization methods:
PSO and GWO.

3.1. Shape descriptors extraction module

In the propose model; PSO-segmentation is per-
formed on the RGB leaf image as a pre-processing

phase; then, different leaf shape descriptors are ob-
tained from the PSO-segmented image. Particle Swarm
Optimization (PSO) is used as optimal thresholding
segmentation of the leaf image. For which, a num-
ber of particles collectively move in the search space
(leaf image pixels) until they reach the global opti-
mum. The global optimum is obtained by maximizing
the between-class variance of the distribution of the
leaf image intensity levels.

For n-level PSO thresholding, the problem is re-
duced to an optimization problem to search for the
thresholds (tcj) that maximizes the fitness function of
each R,G,B component of the leaf image. Thus; the
fitness function can be defined as the between-class
variance σC

2

of the leaf image intensity levels:

ϕC = max σC
2

(tCj ); j = 1, ..., n− 1 (16)

where, C is the component of the image C = {R, G,
B}

Wherefor, for each leaf image, the PSO particles are
evaluated for the fitness function given by Eq. (16).
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Fig. 2. Leaf shape geometric parameters.

At the initial iteration, the particles’ velocities are set
to zero and their position are randomly set within the
boundaries of the leaf image intensity levels L. Thus,
for 8-bit images frames the particles positions will be
deployed between 0 and 255.

To extract the leaf shape features; five basic geomet-
ric parameters are considered, Fig. 2:

1. Physiological Length (L): Leaf length or major
axis refers to the length of the line connecting the
two terminal points of the main vein in the leaf.

2. Physiological Width (W): Leaf width or mi-
nor axis refers to the length of the longest line
segment perpendicular to the physiological leaf
length.

3. Diameter (D): Leaf diameter is the longest dis-
tance between any two points on the closed con-
tour of the leaf.

4. Area (A): The leaf area is the number of pixels in
the leaf region.

5. Perimeter (P): perimeter is the number of pixels
comprising the leaf contour.

For the proposed model; a set of five morpholog-
ical shape descriptors are computed from the PSO-
segmented leaf images; the mathematical formulas of
the shape descriptors measures are summarized in Ta-
ble 1.

From Table 1; Roundness measures how a leaf shape
is similar to a circle, where a circle’s roundness is equal
to 1. While, Slimness is the ratio of the length to the
width of the leaf. Solidity describes the extent to which
the leaf shape is convex or concaves; thus, it expresses
the degree of splitting depth in the leaf image.

3.2. Color descriptors extraction module

To generate the color descriptors vector; informa-
tion about the color distribution of the leaf image is ex-
tracted using low order moments. Initially, the leaf im-
age color space is separated to three color planes Red,
Green and Blue. Then, for each color plane the four
color moments; Mean, Standard deviation, Skewness
and Kurtosis; are derived [22]. Finally, the averages of

Table 1
Measures and formula of the shape descriptors

Shape measure Formula

Roundness Roundness = 4πA
P2

Aspect ratio (Slimness) Slimness = L
W

Solidity Solidity = A
H

Diameter D
Area A

H is the convex hull area of the leaf.

Table 2
Measures and formula of the color descriptors

Color moment Formula
Mean µ = 1

N

∑
Pij

Standard Deviation σ =
√

1
N

∑
(µ− Pij)2

Skewness Skew = 1
N

∑
(Pij−µ)3

σ3

Kurtosis Kurt = 1
N

∑
(Pij−µ)4

σ4 − 3

all the color moments of the three color planes are cal-
culated to form a color descriptors vector. Let Pij be
the i-th color channel at the j-th leaf image pixel. Then,
the four color moments can be defined as summarized
in Table 2.

The color moments are calculated directly from the
original leaf image values. As a result, they do not mull
over the relationships with neighborhood pixel.

3.3. Texture descriptors extraction module

In order to create the leaf texture descriptors; the
veins distribution of the leaf image is analyzed. For
which, the RGB leaf images are converted to grey scale
images to capture the spatial distribution of the grey
pixel values. Then, local binary pattern (LBP) is con-
sidered to extract the leaf texture descriptors vector.

For the proposed identification model; 8-neighbours
and a unit radius are used for calculating the local bi-
nary pattern of the leaf image. Then, a 256-bin LBP
histogram is computed; to form the leaf texture de-
scriptors vector. Finally, the 256-dimensional LBP de-
scriptors vector is reduced by the GWO. A binary
grey wolf optimization (bGWO) method proposed by
Emary et al. [23] is consider for the dimensionality re-
duction. bGWO search the feature space for the opti-
mal feature combination; where, the sigmoidal func-
tion is used to squash the grey wolf updated position as
given in Eq. (17), then these values are stochastically
threshold to find the updated binary grey wolf position.
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xt+1
d =

{
1, if sigmoid

(
X1+X2+X3

3

)
> rand.

0, otherwise.
(17)

where rand is a random number drawn from the uni-
form distribution [0, 1].

3.4. Combine leaf biometrics descriptors

At this stage, a final descriptors vector characteriz-
ing shape, color and texture of a leaf image is con-
structed. The descriptors vector is constructed based on
the combination of the 5-dimensional PSO-shape de-
scriptors + the 4-dimensional color descriptors + the
LBP-GWO redacted dimensional texture descriptors.
For which, the final descriptors vectors are provided as
an input for the plant species classification stage.

3.5. Plant species classification: Dual coordinate
descent L2-SVM

Support vector machine (SVM) is a useful tool for
data classification proposed by Boser et al. [24]; for
which, it is based on the Statistical Learning Theory
(SLT) [25].

Given N training data pairs {(x1, y1), (x2, y2),
(x3, y3), . . ., (xN , yN )}, where xi ∈ Rd and yi ∈
{+1,−1}. For a hyper plane defined by (w, b), where
w is a weight vector and b is a bias. A new instance x
can be classify by the following function:

f(x) = wT .x+ b (18)

Learning the linear SVM classifier can be formu-
lated as an optimization problem:

min f(w) =
1

2
wT .w + C

N∑
i=1

ξ(w;xi, yi) (19)

where ξ(w;xi, yi) is a loss function, and C ∈ R is a
penalty parameter

For L2-SVM the sum of squared losses function is
used:

min f(w) =
1

2
wT .w + C

N∑
i=1 (20)

max(0, 1− yif(x))2

The quadratic optimization problem given by
Eq. (20) is the primal form of L2-SVM. However, in
practice one often has an easier access of values per
instance; by solving the dual optimization problem:

min f(α) =
1

2
αT .Qα+ eTα (21)

subject to 0 6 αi 6 U , ∀i where U = ∞ and Q =
Q+D, D is the diagonal matrix andQij = yiyjx

T
i xj .

Hsieh et al. proposed using coordinate descent meth-
ods for solving the dual L2-SVM [26]. Coordinate de-
scent is a popular optimization technique; for which,
one variable at a time is updated by minimizing a
single-variable sub-problem.

For the plant species identification purpose, a dual
coordinate descent L2-SVM classification is used.
Whereby, the combined descriptors vectors are nor-
malization as a precaution that descriptors with large
values have a stronger influence on the cost function
of the classifier. For which, the descriptors vectors are
normalized to fall within the range [−1, 1].

Finally, the normalized descriptors vectors are used
to train the dual coordinate descent L2-SVM classifier.
Then, the learned classifier is used to identify the dif-
ferent plant species. Algorithm 1 shows the steps of
training a dual coordinate descent L2-SVM classifier
for plant species identification.

Algorithm 1 Training the dual coordinate descent L2-
SVM classifier
Input:
Normalized extracted leaves descriptors vectors V =
(v1, v2, ..., vi).
Leaves classes labels Y = (y1, y2, ..., yi)
N number of extracted descriptors.
Output:
Optimized dual coordinate descent l2-SVM classifier.

1: for all (vi, yi) do
2: while αi and the corresponding w = Σiyiαivi

not optimal do
3: for i=1,...,N do
4: G = yiw

T vi − 1 +Diiαi

5: PG =


min(G, 0), if αi = 0.

max(G, 0), if αi = U.

G, if 0 < αi < U.

6: if |PG 6= 0| then
7: αi ← αi
8: αi ← min(max(αi −G/Qii, 0), U)
9: w ← w + (αi − αi)yivi

10: end if
11: end for
12: end while
13: end for
14: Return only the support vectors αi > 0
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Fig. 3. Samples from the swedish dataset.

Fig. 4. Samples from the Flavia dataset.

4. Plant leaves datasets

Two challenging leaf datasets from different geo-
graphical areas were considered; for the experimenta-
tion evaluations purpose.

4.1. Swedish dataset

The Swedish dataset was introduced by Söder-
kvist [27] for research purposes. It contains 15 dif-
ferent scanned species images of leaves; with 75 im-
ages per species. Figure 3 shows sample images of the
Swedish dataset.

4.2. Flavia dataset

The Flavia dataset contains 1907 RGB scans images
of leaves. It is composed of 32 species; where, each
species has 40 to 77 sample leaves. The Flavia dataset
was collected by Wu et al. [28]. Samples of the flavia
dataset images are given in Fig. 4.

Table 3
Initial parameters setting for experiments

Algorithm Parameter Value
PSO Cognitive constant C1 0.8

Social constant C2 0.8
Inertia constant w 1.2
No of iterations 150
Population size 100

GWO No of iterations 70
Population size 8

Dual L2-SVM penalty parameter C 1
tolerance of the termination criterion ε 0.001
epsilon insensitive loss function 0.1

Fig. 5. Leaf images PSO-segmentation and binarization.

5. Experimental settings and analysis

The initial parameters settings of the swarm opti-
mization algorithm PSO and GWO; and for the dual
coordinate descent L2-SVM classifier are presented in
Table 3.

5.1. Evaluation criteria

To evaluate the proposed hybrid plant identification
model, three performance measures are used: (1) Re-
call, (2) Precision and (3) Identification Accuracy [29].
Recall and Precision are defined mathematically as:

Recall =
TP

TP + FN
(22)

Precision =
TP

TP + FP
(23)
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Fig. 6. Performance analysis of the proposed extracted leaf biometrics descriptors.

Table 4
Performance comparison of using GWO algorithm

Dataset Method Descriptors# Accuracy Time sec.
Flavia LBP 256 98.0% 11.51

LBP-GWO 167 98.1% 6.69
Swedish LBP 256 90.2% 3.43

LBP-GWO 178 92.0% 1.03

Table 5
Identification accuracy analysis of extracted leaf biometrics combi-
nation for Flavia dataset

Combined descriptors Precision Recall Accuracy
Color moments + PSO-shape 62.4% 64.0% 60.7%
Color moments + LBP-GWO 98.8% 98.7% 98.7%
PSO-shape + LBP-GWO 98.7% 98.7% 98.7%
Proposed 99.0% 98.9% 98.9%

Table 6
Identification accuracy analysis of extracted leaf biometrics combi-
nation for Swedish dataset

Combined descriptors Precision Recall Accuracy
Color moments + PSO-shape 75.6% 73.3% 71.2%
Color moments + LBP-GWO 92.6% 92.4% 92.4%
PSO-shape + LBP-GWO 92.6% 92.4% 92.4%
Proposed 93.5% 93.3% 93.3%

While, identification accuracy is the proportion of
true results, either true positive or true negative. Thus,
it measures the probability to correctly identify classes;
and is computed by:

Identification Accuracy
(24)

=
TP + TN

TP + TN + FP + FN

For which, True positives (TP) and True negatives
(TN) refers to classifier correct prediction. While,
False positives (FP) and False negatives (FN) corre-
spond to the classifier incorrect prediction.

5.2. Results and analysis

PSO-segmentation is performed on the RGB leaf
images of the Flavia and swedish dataset; then, the
PSO-segmented images are binarized to extract the leaf
shape descriptors vectors. Figure 5 illustrates samples
from both Flavia and swedish dataset leaves images af-
ter PSO-segmentation and binarization.

The K-nearest neighbor (KNN) was used in the
GWO dimension reduction phase. During the training
phase, the KNN classification error rate is calculated
using 10-fold cross-validation to evaluate the perfor-
mance of each single feature subset; where, every wolf
position represents one feature subset. For which, the
training set is used to evaluate the KNN on the valida-
tion set throughout the optimization to guide the fea-
ture selection process. Then, the selected features are
evaluated on the test set to obtain the final evaluation
of the selected features.
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Table 7
Comparison of identification accuracy on Flavia and Swedish datasets

Publications Year Dataset Method Features Identification
Shape Texture Color accuracy %

Kadir et al. [10] 2011 Flavia Fourier descriptors+ color moments+ X X X 93.75
lacunarity+ Probabilistic neural network classifier

Lee and Hong [11] 2013 Flavia Fast Fourier Transform (FFT)+ morphological features X X – 97.19
(4 basic geometric features, 5 vein features)
and convex hull feature)

Aakif and Khan [13] 2015 Flavia Geometrical calculation+ Fourier descriptors+ X – – 96.00
shape-defining feature (SDF)+
Artificial neural network classifier

Hall et al. [30] 2015 Flavia Hand-crafted features (HCF)+ X – – 97.30
Deep convolutional neural networks (ConvNet)

Ghasab et al. [31] 2015 Flavia Ant colony optimization (ACO) feature decision-making+ X X X 95.53
Support vector machine (SVM)

Naresh and
Nagendraswamy [32]

2016 Flavia Modified LBP+
1-Nearest Neighbor classification

– X – 97.5

Chaki [33] 2017 Flavia Shape Feature Selection Template (SFST)+ X – – 94.00
Neuro-fuzzy controller

Eid and Darwish [34] 2017 Swedish Color moments+ Gray Level Co-occurrence (GLC)+ – X X
Gray Level Run Length(GLRL)+
Naive bays classifier 84.00
Random forest classifier 78.70
J48 classifier 94.70

Eid and Darwish [34] 2017 Flavia Color moments+ Gray Level Co-occurrence (GLC)+ – X X
Gray Level Run Length(GLRL)+
Naive bays classifier 76.40
Random forest classifier 87.60
J48 classifier 97.10

proposed method Flavia PSO-segmentation+ LBP-GWO+ X X X 98.90
l2-SVM classifier

proposed method Swedish PSO-segmentation+ LBP-GWO+ X X X 93.30
l2-SVM classifier

Fig. 7. Dual L2-SVM classification errors of Flavia dataset.

To verify the validity of using GWO as a dimension
reduction of the leaf’s 256-LBP texture descriptors. We
compare the performance of the full dimension LBP

Fig. 8. Dual L2-SVM classification errors of swedish dataset.

descriptors vectors with the redacted LBP-GWO de-
scriptors vectors in term of identification accuracy rate
and training time consuming, as given in Table 4.

In this study, the efficiency of the three extracted leaf
biometrics descriptors vectors (PSO-Shape, color and
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LBP-GWO) are evaluated. Performance of the dual
L2-SVM accuracy are measured in term of 10-fold
cross validation; applied on both Flavia and swedish
dataset; as shown in Fig. 6.

Figure 6 illustrates that the proposed leaf biometrics
combination gives the best identification accuracy.

In order to evaluate the efficiency of combining dif-
ferent leaf biometrics descriptors, all possible biomet-
rics combinations are examined on both Flavia and
swedish dataset, as shown in Table 5.

From Tables 5 and 6, it is observed that using the
proposed combination of leaf biometrics descriptors
gives the highest identification accuracy of 98.9% for
the Flavia dataset and 93.3% for the swedish dataset.

Figures 7 and 8 show the dual coordinate descent
L2-SVM classification errors; in term of 10-fold cross
validation; for both Flavia and swedish dataset respec-
tively.

Table 7 shows the comparison of different leaf plant
identification methods on Flavia and swedish datasets
along with the proposed model. As it can be seen from
the table, the proposed model compared to all other
generated the highest identification accuracy of 98.8%.
This high performance of the identification accuracy
is under consideration of combining three leaf features
(shape, texture and color); hybrid with two swarm op-
timization algorithms: PSO for leaf segmentation and
GWO for texture descriptors reduction.

6. Conclusion

Based on the analysis of previous plant identification
models, plant’s leaves are regarded as a useful plant or-
gans for the identification of the various species. How-
ever, the challenges of developing leaf plant identifica-
tion models lies in extracting leaves descriptors which
achieve high identification accuracy; while taking less
execution time. This paper proposed a plant identifica-
tion model which aims to improve the classification ac-
curacy of plant species using less numbers of descrip-
tors as training data. The proposed identification model
take into consideration three leaf biometrics: shape,
texture and color. For which, its power lies through the
use the leaf biometrics hybrid with two most recent
swarm optimization algorithms: particle Swarm Opti-
mization (PSO) and Grey Wolf Optimizer (GWO). To
extract the leaf shape descriptors, PSO is adopted as
a pre-processing phase for leaf image segmentation.
While, the dimension of the leaf texture descriptors is
reduced by GWO. Finally, the dual coordinate descent

L2-SVM classifier is consider to classify the different
plant species. Several experiments on two leaf plant
datasets; Flavia dataset and swedish dataset; are con-
ducted. The experimental results showed that, the pro-
posed model yields to improve the identification rate
up to 98.9% and 93.3% for both Flavia and Swedish
dataset respectively.
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