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Abstract. Peer-to-peer (P2P) topology has significant influence on the
performance, search efficiency and functionality, and scalability of the
application. In this paper, we present a Genetic Agorithm (GA) ap-
proach to the problem of multi-objective Neighbor Selection (NS) in
P2P Networks. The encoding representation is from the upper half of
the peer-connection matrix through the undirected graph, which reduces
the search space dimension. Experiment results indicate that GA usually
could obtain better results than Particle Swarm Optimization (PSO).

1 Introduction

Peer-to-peer computing has attracted great interest and attention of the comput-
ing industry and gained popularity among computer users and their networked
virtual communities [I]. It is no longer just used for sharing music files over
the Internet. Many P2P systems have already been built for some new purposes
and are being used. An increasing number of P2P systems are used in corporate
networks or for public welfare (e.g. providing processing power to fight cancer)
[2]. P2P comprises peers and the connections between these peers. These con-
nections may be directed, may have different weights and are comparable to a
graph with nodes and vertices connecting these nodes. Defining how these nodes
are connected affects many properties of an architecture that is based on a P2P
topology, which significantly influences the performance, search efficiency and
functionality, and scalability of a system. A common difficulty in the current
P2P systems is caused by the dynamic membership of peer hosts. This results
in a constant reorganization of the topology [3], [4], [5], [6].

The simplest neighbor selection strategy would be to select a node at ran-
dom from the candidate nodes. Kurmanowytsch et al. [7] developed the P2P
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middleware systems to provide an abstraction between the P2P topology and
the applications that are built on top of it. These middleware systems offer
higher-level services such as distributed P2P search and support for direct com-
munication among peers. The systems often provide a pre-defined topology that
is suitable for a certain task (e.g., for exchanging files).

Koulouris et al. [§] presented a framework and an implementation technique
for a flexible management of peer-to-peer overlays. The framework provides
means for self-organization to yield an enhanced flexibility in instantiating con-
trol architectures in dynamic environments, which is regarded as being essential
for P2P services to access, routing, topology forming, and application layer re-
source management. In these P2P applications, a central tracker decides about
which peer becomes a neighbor to which other peers.

Koo et al. [9] investigated the neighbor-selection process in the P2P networks,
and proposed an efficient single objective neighbor-selection strategy based on
Genetic Algorithm (GA). Sun et al. [I0] proposed a PSO algorithm for neighbor
selection in P2P networks. In this paper, we explore the multi-objective neighbor-
selection problem based on GA for P2P Networks.

This paper is organized as follows. We formulate the problem in Section 2.
The proposed approach based on genetic algorithm is presented in Section 3. In
Section 4, experiment results and discussions are provided in detail, followed by
some conclusions in Section 5.

2 Neighbor-Selection Problem in P2P Networks

Kooa et al. modeled the neighborhood selection problem using an undirected
graph and attempted to determine the connections between the peers [9], [I1].
Given a fixed number of N peers, we use a graph G = (V, E) to denote an
overlay network, where the set of vertices V' = {vy,--- ,un} represents the N
peers and the set of edges E = {e;; € {0,1},4,5 = 1,---, N} represents their
connectivities : e;; = 1 if peers ¢ and j are connected, and e;; = 0 otherwise.
For an undirected graph, it is required that e;; = ej; for all ¢ # j, and e;; = 0
when ¢ = j. Let C be the entire collection of content fragments, and we denote
{; CC,i=1,---,N} to be the collection of the content fragments each peer 4
has. We further assume that each peer ¢ will be connected to a maximum of d;
neighbors, where d; < N. The disjointness of contents from peer ¢ to peer j is
denoted by ¢; \ ¢;, which can be calculated as:

Ci\Cj :ci—(ciﬂcj). (].)

where \ denotes the exclusion operator, and N intersection operation on sets.
This disjointness can be interpreted as the collection of content fragments that
peer ¢ has but peer j does not. In other words, it denotes the fragments that peer
1 can upload to peer j. Moreover, the disjointness operation is not commutative,
ie., ¢\ ¢; # ¢ \ ¢;. We also denote |¢; \ ¢j| to be the cardinality of ¢; \ ¢j,
which is the number of content fragments peer i can contribute to peer j. In
order to maximize the disjointness of content, we want to maximize the number
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of content fragments each peer can contribute to its neighbors by determining
the connections e;;’s. Define €;;’s to be sets such that ¢;; = C if e;; = 1, and
€;; = 0 (null set) otherwise. Therefore the neighbor selection can be formulated
as the following optimization problem:

N N
m}gxz ’ U(Cz \ ¢j) Negj (2)

It is desirable to select peers with the most mutually disjoint collection of
content fragments as neighbors. However, downloading the file fragments be-
tween each peer pair would consume away the bandwidth and connect cost, etc.
7i; describes the cost coefficient between peer ¢ and j. The performance of the
whole system would be emphasized. The neighbor selection strategy is expected
not only to assure maximum content availability but also to minimize the down-
loading cost to improve the overall throughput of the system. So the objectives
are summarized as follows:

] =
C=

fi(x) = max (ci\ cj) Neyy (3)
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N
> eij < d; for all i (5)
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3 Genetic Algorithm for Multi-objective Neighbor
Selection

Multi-objective genetic algoritm has been a very popular multiobjective tech-
nique, and it normally exhibits a very good overall performance. Many multi-
objective optimization techniques using evolutionary algorithms have been pro-
posed in recent years [12], [13], [I4]. Given a P2P state S = (N,C, M, F), in
which NV is the number of peers, C' is the entire collection of content fragments,
M is the maximum number of the peers which each peer can connect steadily in
the session, F' is to goal the number of swap fragments, i.e. to maximize equation
@B) and minimize equation ([{]) with the constraint in equation (). To apply the
genetic algorithm successfully for the NS problem, one of the key issues is the
mapping of the problem solution into the search space, which directly affects
its feasibility and performance. The neighbor topology in P2P networks is an
undirected graph, i.e. e;; = ej; for all i # j. We set up a search space of D
dimension as N % (N — 1)/2. Accordingly, each individual is represented as a
binary bit string of length D. Each dimension maps one undirected connection.
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Fig. 2. Performance for the NS (25, 300, 12)

The domain for each dimension is limited to 0 or 1. The binary string has a
priority levels according to the order of peers. The sequence of the peers will be
not changed during the iteration. It indicates the potential connection state. The
pseudo-code for our P2P neighbor selection method is illustrated in Algorithm [Tl
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Fig. 3. Performance for the NS (25,1400, 12)

4 Algorithm Performance Demonstration

To illustrate the effectiveness and performance of our algorithm, we demonstrate
an execution trace of the algorithm for the NS problem. A file of size 7 MB is
divided into 14 fragments (512 KB each) to distribute, 6 peers download from
the P2P networks, and the connecting maximum number of each peer is 3, which
is represented as (6, 14, 3) problem. In some session, the state of distributed file
fragments is as follows:

10040678010 012 014
000450709 011 013 O
020006000 01112 014
023406000 011 0 0 O
02000078010 012 014
1200500091011 01314

The cost matrix is as follows:



448 A. Abraham et al.

Algorithm 1. Neighbor Selection Algorithm Based on GA
01. Initialize the population, and other parameters.

02. While (the end criterion is not met) do

03. Evaluate();

04. fori =1to N

05. forj=1to N

06. if j==1,e; =0

07. else if j <4, a =j;b=74;

08. else if j >4, a =140 = j;

09. €ij = Plax N+b—(a+1)*(a+2)/2]5

10. If e;; = 1, calculate ¢; \ ¢;;

11. Calculate fa = fa + 735](ci \ ¢5)];
12. Next j

13. caleulate fi = f1 + | U, (e \ ;) Neijl;
14. Next ¢

15.  Rank();

16.  If nondomCtr > Maxarchivesize, maintenance-archive();
17.  Generate-new-pop();

18. Crossover|();
19. Mutation();
2. t++;

21. If rank == 1 output the fitness;
22. End While.
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Fig. 4. Performance for the NS (30, 300, 15)
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Fig. 6. Performance for the NS (6, 60, 3)

The performance output is illustrated in Figure[@ by the proposed algorithm.
We also tested other five representative instances (problem (6,60,3), problem
(25,300,12), problem (25,1400,12), problem (30,300,15), problem (30,1400,15))
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further. In our experiments, the algorithms used for comparison were GA (Ge-
netic Algorithm) and PSO (Particle Swarm Optimization). The GA and PSO
algorithms share many similarities [15], [16], [17].

In GA, a population of candidate solutions (for the optimization task to be
solved) is initialized. New solutions are created by applying reproduction op-
erators (mutation and crossover). The fitness (how good the solutions are) of
the resulting solutions are evaluated and suitable selection strategy is then ap-
plied to determine which solutions will be maintained to the next generation.
PSO algorithm is inspired by social behavior patterns of organisms that live
and interact within large groups. It incorporates swarming behaviors observed
in flocks of birds, schools of fish, or swarms of bees, and even human social be-
havior. The PSO/GA algorithms were repeated 3 times with different random
seeds. Each trial had a fixed number of 200 iterations. Other specific param-
eter settings of the algorithms are described in Table [[I The average fitness
values of the best (rank = 1) solutions throughout the optimization run were
recorded.

Figures[Il 2 B @ and Bl illustrate the GA/PSO performance during the search
processes for the NS problem. As evident, GA usually obtained better results
than PSO.

Table 1. Parameter settings for the algorithms.

Algorithm Parameter name value
size of the population left even number(10 4 2sqrt(D))
GA Probability of crossover 0.8
Probability of mutation 0.08
Swarm size left even number(10 4 2sqrt(D))
Self coefficient ¢; 2
PSO Social coefficient ca 2
Inertia weight w 0.9
Clamping Coefficient p 0.5

5 Conclusions

In this paper, we investigated the problem of multi-objective neighbor selection
in peer-to-peer networks using genetic algorithm. In the proposed strategy, the
solution encoding was done from the upper half matrix of the peer connection
through the undirected graph, which reduces the dimension of the search space.
We evaluated the performance of the genetic algorithm with particle swarm
optimization algorithm. Empirical results indicate that GA usually obtain better
results than PSO. The proposed algorithm could be an ideal approach for solving
the multi-objective NS problem.

Our future work is targeted to test more complicated instances in an online
environment of P2P networks and involve more intelligent /heuristics approaches.
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