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Abstract. Modeling pedestrian interaction is an essential building block
in pedestrian trajectory prediction, which raises various challenges such
as the complexity of social behavior and the randomness of motion. In
this paper, a new relevant entropy spatio-temporal graph convolutional
network is proposed to model pedestrian interaction for pedestrian tra-
jectory prediction, which contains regional spatiotemporal graph convo-
lutional neural network and gated dilation causal convolutional neural
network. The regional spatio-temporal graph convolutional neural net-
work creates a matching graph structure for each time step, and calcu-
lates the weighted adjacency matrix of each graph structure through
relevant entropy to obtain the sequence embedding representation of
the pedestrian interaction relationship. The gated dilation causal con-
volutional neural network reduces the linear superposition of the hidden
layer through the setting of the dilated factor, and uses the gating mech-
anism to filter the features. Experiments are carried out on the standard
data sets ETH and UCY, higher accuracy and efficiency verify that the
proposed method is effective in pedestrian interaction modeling.
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1 Introduction

As an important participant in traffic scenes, pedestrians exhibit highly random
movements [1,2]. Predicting the trajectory of pedestrians is of great significance
in many traffic fields such as automatic driving and monitoring systems [3,4].
Pedestrians are subjective when making route decisions, and common sense of
social rules needs to be followed [5,6]. The motion subject needs to analyze other
human’s actions and social behaviors to adjust their own routes. In addition,
there exist interactions in the group environment, and individual behavior pat-
terns will be implicitly affected by the surrounding environment [7–9]. Therefore,
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building a pedestrian interaction model with high interpretability and general-
ization is the focus of the trajectory prediction problem [10,11].

At present, data-driven methods regard pedestrian trajectory prediction as a
time series data prediction problem. Although certain progress has been made,
there are still some difficulties needed to be resolved, which can be summarized
as the following aspects: 1) The interpretability of the pedestrian trajectory
prediction problem is poor. The high-dimensional information in the scene is
difficult to fit, the physical meaning is difficult to interpret, and it is not intuitive
to model pedestrian scene information. 2) Pedestrian interaction is difficult to
model. Pedestrian interaction is subjective. Because it changes dynamically with
the transformation of time and space and is affected by potential social rules, the
scope of interaction is difficult to define. 3) Pedestrian trajectory prediction is a
long-sequence prediction problem, with a large amount of data calculation and a
lot of interference information, which is difficult to fit the nonlinear relationship
in the time dimension.

In this work, we propose a new regional relevant entropy spatiotemporal
graph scene modeling method, and on this basis, a pedestrian trajectory pre-
diction model based on graph convolutional neural network is presented. The
main body model consists of two main parts: the regional relevant entropy spa-
tiotemporal graph convolutional neural network and the gated dilation causal
convolutional neural network. In the regional relevant entropy spatio-temporal
graph, the relevant entropy is introduced to calculate the weight of each edge
and the weighted adjacency matrix indicates the strength of the mutual influ-
ence between pedestrians, then the feature of the pedestrian’s past trajectory
is extracted from the matrix by means of convolution operation. By taking the
obtained features as input, the gated dilation causal convolutional neural net-
work operates on the time dimension of the embedding result, which reduces
the error of the model through a gating mechanism, and finally predicts the
multimodal trajectory of all pedestrians in the future.

The main contributions of this paper are listed below:

– We propose a new regional relevant entropy graph spatio-temporal convo-
lutional network for modeling pedestrian groups in traffic scenes, called the
REGION model. The topology of the graph is a natural way to represent the
social interaction between the pedestrians in the scene.

– A new gated dilation causal convolutional neural network is proposed for
time series prediction. It can effectively filter useless features and prevent the
problem of gradient disappearance during training.

– The proposed model is trained on the standard public data set, and the
obtained model is compared with other baseline methods on data and visu-
alization.
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2 Related Work

Physics-based model predicts movement by simulating a set of well-defined
dynamics equations. Zernetsch et al. use a physical model of cyclists containing
the driving and resistance forces to predict their future position [12]. Kooij et
al. address the problem of predicting the path of objects with multiple dynamic
modes by the introducing of the latent variables related to pedestrian awareness
[13]. Following the success of Recurrent Neural Network models for sequence pre-
diction tasks, a Long Short-term Memory model which can learn general human
movement and predict their future trajectories is proposed in the work of Alahi
et al. [14]. Later, the combining of generative adversarial networks provides a
new idea to solve the problem of sequence prediction, Gupta et al. propose
a recurrent sequence-to-sequence model observes motion histories and predicts
future behavior [15]. With the development of graph convolution technology,
Mohamed et al. propose spatiotemporal graph convolutional network and tem-
poral extrapolation network to extract features by spatiotemporal convolution on
the representation of pedestrian trajectories [16]. The kind of model makes pre-
dictions by specifying motion goals and formulating strategies to achieve them.
Shen et al. develops a transferable pedestrian motion prediction algorithm based
on Inverse Reinforcement Learning (IRL) that infers pedestrian intentions and
predicts future trajectories based on observed trajectory [17]. Further research
proposes a new general framework for directly extracting a policy from data, as if
it is obtained by reinforcement learning following inverse reinforcement learning
[18]. By minimizing the symmetrized cross-entropy between the distribution and
demonstration data, Rhinehart et al. proposes a method to forecast a vehicle’s
ego-motion as a distribution over spatiotemporal paths, conditioned on features
embedded in an overhead map [19]. Xie et al. proposes a sequential model that
combines the CNN with the LSTM to predict surrounding vehicle trajectories
[20]. Zhao et al. proposes a CNN-based model for human pedestrian trajectory
prediction with the idea of motion patterns [21]. In order to model the interaction
between pedestrians in the scene more reasonably while improving the efficiency
of the model, this paper adopts a relevant entropy graph spatio-temporal con-
volutional network.

3 Methodology

The overall framework of the proposed REGION is presented in Fig. 1. First,
take the position of each pedestrian in the dataset that has been marked into
the model and construct the regional spatial map structure: the position informa-
tion of the pedestrian is used as the nodes set in the map structure, the distance
information between the two is used as the edge attribute between their nodes
if the distance between pedestrians is within the threshold set in advance. The
edge set in the graph structure indicates the influence between pedestrians; Sec-
ondly, for any node in the graph, calculate the influence relationship coefficient
between the two directly adjacent nodes through the relevant entropy and the
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weighted adjacency matrix of the graph structure can be formed; Then, expand
the regional space map into a regional space-time map and perform convolution
operations on the weighted adjacency matrix of the regional spatio-temporal
graph at each time for getting the embedding representation of the graph at dif-
ferent times; At last, the obtained embedding result is put into the gated dilation
causal convolutional neural network, which predicts on the time dimension to
obtain the final trajectory prediction result.

Fig. 1. The overall framework of the proposed REGION.

Since the space-time graph changes gradually with time steps, before con-
structing the space-time map, this paper first constructs a set of space maps Gt

to represent the position of the pedestrian in the scene at any time t in the scene.
Given a topological graph Gt =< Vt, Et, Rt >, where Vt = {vit|i ∈ (1, ..., N)}
is the vertex set, Et = {eijt |i ∈ (1, ..., N)} is the edge set and Rt = {rijt |i ∈
(1, ..., N)} is the nodes relevance set.

Let S ∈ {s1, s2, ..., sn} be the scope of pedestrian interaction at time t,
Rt ∈ {rij1 , rij2 , ..., rijm} be the nodes relevance of vertexes vit and vjt at time t, if
given S, the relevant entropy of Rt is defined as Eq. (1):

aijt = H(Rt|S) = −
m∑

i,j=1

p(rijt |S = ε) log p(rijt |S = ε). (1)

The calculation method of Rt ∈ {rij1 , rij2 , ..., rijt } needs to consider the dis-
tance and direction of pedestrians. We use cosine similarity to calculate it as
Eq. (2):

rijt =
vit · v

j
t

||vit||||v
j
t ||

. (2)

All the aijt constitutes a weighted adjacency matrix A, then we need to nor-
malize the matrix A. Through this operation, the data can be made comparable
and the relationship between the data can be relatively maintained. We need to
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multiply A ∈ {A1, A2, ..., At} by the degree matrix D−1 and further divide it
into two D− 1

2 , to obtain a symmetric and normalized matrix as Eq. (3):

At = D− 1
2 ∗ Ât ∗ D− 1

2 . (3)

where Ât = A+ βIN , taking β = 1 (makes the characteristics of the node itself
as important as its neighbors), we have Ât = A+I, and I is the identity matrix.

Then, the aggregate information around the target node is extracted through
the convolution operation on the graph structure. The convolution operation
definition of the regional spatiotemporal graph convolutional neural network
can be obtained, as shown in Eq. (4):

vi(l+1) = σ(λ
∑

vj∈τ

P (κ(l)) ·W (vi(l), vj(l))). (4)

where σ is the PRelu activation function, λ is a normalization item, and P (·)
represents the sampling process, which aggregates the surrounding information
centered on κ. (l) represents the l layer, and W (·) represents the weight that
needs to be trained in the network, τ = {vj |d(vi, vj) ≤ D} is the set of adja-
cent vertices of the vertex vi. P (κ(l)) aggregates the embedded information of
neighbor nodes and its own node. We calculate P (κ(l)) as Eq. (5):

κi(l) = ψl(vi(l−1), µl(vj(l−1),∀j ∈ S)). (5)

where µl(·) is the aggregate function, and ψl(·) is the concat function. In sum-
mary, the equation of Regional spatio-temporal graph convolutional neural net-
work is shown in Eq. (6).

R(V (l), At) = σ(AtV
(l)W (l)). (6)

where W (l) represents the matrix of the trainable parameters of the l layer. After
applying the graph convolutional neural network, the features of the graph that
can be represented compactly are obtained. The embedding result obtained is
expressed as Ṽ .

Time series prediction requires that the prediction result at a certain time
t can only be judged by the input before time t, this paper proposes a gated
dilation causal convolutional neural network.

The paper defines filter f : {0, 1, ..., k − 1} → R, the input sequence is Ṽ =
(ṽ1, ṽ2, ..., ṽt), it is the embedding result sequence output by the spatiotemporal
graph convolutional neural network. The convolution kernel with the dilation
factor d at the sequence s is shown in Eq. (7).

F (s) =
k−1∑

i=0

f(i) · ṽs−di. (7)

where k represents the size of the convolution kernel. In this paper, the dila-
tion factor of the input layer is defined as 1, which is the ordinary convolution.
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The dilation factor of the second hidden layer is set to 2. As the network layer
increases, the expansion factor is 2 increases in exponential form.

In order to get a better training effect on the nonlinear relationship in the
time dimension, this module sets an output gate on the convolutional layer of
the dilated causal convolution, and sets independent training parameters for it.
The output of each hidden layer is controlled by the output gate. Carry out
regulation. The calculation formula for each hidden layer can be expressed as
Eq. (8).

hl = ϕ(γ1Xd + b) ⊗ δ(γ2Xd + c). (8)

where δ(γ2Xd+c) is the output gate of the convolutional layer, through which the
mapping ϕ(γ1Xd+b) can be adjusted to make the weight is more suitable for the
prediction model. Where ϕ and δ represent the activation function, respectively,
γ1 and γ2 are the weights required to train the model, Xd is the feature in
the expanded causal convolution, ⊗ represents the element product operation
between the matrices, b and c are bias term.

4 Experiments

In this section, we will introduce experiments to verify the validity of the model.
The training efficiency of this model is compared with other methods, which
proves the efficiency of this method. And the prediction accuracy and visual-
ization are compared with this model and multiple baseline methods, such as
SocialLSTM [14], SocialGAN [15] and SoPhie [22].

The paper uses the average displacement error and the final displacement
error to quantitatively analyze the model. All models take 8 frames as input and
make predictions for the next 12 frames. The results of the prediction model are
shown in Table 1 and Fig. 2.

Table 1. ADE/FDE results on trajectory prediction of different methods.

Datasets Linear [14] Sophie [22] S-GAN [15] S-LSTM [14] REGION

eth 1.35/2.96 0.72/1.45 0.85/1.64 1.10/2.37 0.66/1.13

hotel 0.37/0.69 0.75/1.65 0.70/1.39 0.78/1.74 0.51/0.88

zara1 0.59/1.19 0.33/0.63 0.34/0.67 0.45/0.98 0.36/0.59

zara2 0.75/1.49 0.39/0.76 0.42/0.85 0.52/1.15 0.30/0.61

univ 0.83/1.60 0.52/1.22 0.75/1.50 0.67/1.42 0.47/0.83

avg 0.78/1.59 0.54/1.14 0.61/1.21 0.70/1.53 0.46/0.80

It can be seen from the Table 1 and Fig. 2 that the REGION model studied
in this paper constructs a regional spatio-temporal graph and calculates the
weighted adjacency matrix on the graph through relevant entropy, so that the
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Fig. 2. Trajectory evaluation ADE/FDE results on pedestrian trajectory prediction.
(a) ADE value of the evaluation results; (b) FDE value of the evaluation results.

effective social interaction information around the target pedestrian is adopted
by the network and the interference information is discarded, which has obtained
better prediction accuracy on the standard data set, and can accurately predict
the movement trend of pedestrians in the future.

The paper uses a pre-divided test set to test the model, and provides the visu-
alization of the trajectory prediction results of four scenarios: pedestrians from
different directions merging together, pedestrians walking in opposite directions,
pedestrians walking side by side in the same direction, and a single pedestrian
meeting a group of pedestrians. In view of the above four scenarios, the paper
compares the visualization results on trajectory prediction of the SoPhie model,
the Social-GAN model and the REGION model in Fig. 3.

We also show the visualization results on the multi-modal trajectory predic-
tions of the different model, as shown in Fig. 4, which includes situations where
pedestrians catching up in the same direction, individual pedestrians encoun-
tering groups in different directions, converge walking, and waiting for turning.
After analyzing the evaluation results, it is proved that the REGION model pro-
posed in this paper can predict the multiple walking routes of multiple pedes-
trians in the scene for a period of time in the future, and the overall prediction
trend is consistent with the actual walking path of pedestrians.

It can be seen from Fig. 4. SoPhie and REGION give a collision-free path pre-
diction. However, through the visualization results, it can be intuitively observed
that the accuracy of the prediction results of the REGION model proposed in
this paper is slightly higher than that of the other models, and the path is more
similar to the real trajectory of pedestrians.
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Fig. 3. Trajectory prediction accuracy visualization results of different methods. The
dashed circle represents the regional influence range of each pedestrian. The deeper the
blue at the intersection of the two circles is, the greater the degree of influence between
the pedestrians will be.

Fig. 4. Visualization of the multi-modal trajectory predictions on different methods.

5 Conclusions

The main research content of this paper is to complete the prediction of the
trajectory when a group of pedestrians interact with each other under a fixed
monitoring perspective. A regional graph spatio-temporal convolutional neural
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network algorithm is proposed. The model defines the conditions for the con-
nections between nodes when constructing the regional spatio-temporal graph,
so that the modeling of pedestrian groups is more suitable for the actual sit-
uation in society. A gated dilation causal convolutional neural network is also
proposed, which can obtain good prediction results while ensuring training effi-
ciency. In addition, the dilation of causal convolution allows the receptive field
to increase simultaneously with the increase in network depth, so that the model
can make accurate predictions of pedestrians’ future walking trajectory trends.
The model REGION proposed in this paper generally has a good performance
on the data set with moderate crowd density in the scene, but there are errors
in the prediction of the data set environment with a single scene and less non-
linear relationship between pedestrians. In the follow-up work, we should adopt
different modeling strategies to predict the future trajectory in different complex
scenarios, entropy-based energy models will be used to more accurately model
the interaction between pedestrians, and transformer-based graph convolutional
networks can be introduced to better extract pedestrian features.
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