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Abstract. Hierarchical neural networks consist of multiple neural net-
works assembled in the form of an acyclic graph. The purpose of this
study is to identify the hierarchical radial basis function neural networks
and select important input features for each sub-RBF neural network
automatically. Based on the pre-defined instruction/operator sets, a hi-
erarchical RBF neural network can be created and evolved by using tree-
structure based evolutionary algorithm. This framework allows input
variables selection, over-layer connections for the various nodes involved.
The HRBF structure is developed using an evolutionary algorithm and
the parameters are optimized by particle swarm optimization algorithm.
Empirical results on benchmark classification problems indicate that the
proposed method is efficient.

1 Introduction

Hierarchical Neural Network (HNN) is neural network architecture in which
the problem is divided and solved in more than step [1]. Ohno-Machado divide
hierarchical network into two architectures that are bottom-up and top-down
architectures [1]. In bottom-up designs, several specialized network are used
to classify the instances and a top-level network (triage network) aggregates
the results. In this design, all instances are used in all networks. However, the
specialized networks work only on certain features. In contrast, in top-down
hierarchical architecture design, the top-level network divides the inputs to be
classified in specialized networks.

Many version of HNN have been introduced and applied in various applica-
tions [1][3][4][5]. Erenshteyn and Laskov examine the application of hierarchical
classifier to recognition of finger spelling [2]. They refer hierarchical NN as multi-
stage NN. The approach aimed to minimize the network’s learning time without
reducing the accuracy of the classifier. Mat Isa et al. used Hierarchical Radial
Basis Function (HiRBF) to increase RBF performance in diagnosing cervical
cancer [3]. HIRBF cascading together two RBF networks, where both network



have different structure but using the same algorithms. The first network classi-
fies all data and performs a filtering process to ensure that only certain attributes
to be fed to the second network. The study shows that HIRBF performs better
compared to single RBF. HRBF has been proved effective in the reconstruction
of smooth surfaces from sparse noisy data points [5].

In this paper, an automatic method for constructing HRBF network is pro-
posed. Based on the pre-defined instruction/operator sets, a HRBF network can
be created and evolved. HRBF allows input variables selection, over-layer con-
nections for different nodes. In our previous work, the hierarchical structure was
evolved using Probabilistic Incremental Program Evolution algorithm (PIPE)
with specific instructions [6][7] and Ant Programming [8]. In this research, the
hierarchical structure is evolved using the Extended Compact Genetic Program-
ming, a tree-structure based evolutionary algorithm. The fine tuning of the pa-
rameters encoded in the structure is accomplished using particle swarm opti-
mization (PSO). The proposed method interleaves both optimizations. Starting
with random structures and corresponding parameters, it first tries to improve
the structure and then as soon as an improved structure is found, it fine tunes its
parameters. It then goes back to improving the structure again and, fine tunes
the structure and rules’ parameters. This loop continues until a satisfactory so-
lution is found or a time limit is reached. The novelty of this paper is in the
usage of flexible neural tree model for selecting the important features and for
improving the accuracy.

2 The Hierarchical RBF Model

The function set F' and terminal instruction set 7" used for generating a hierarchi-
cal RBF model are described as S = FUT = {42, +3,...,+~} U{z1,-- -, Z0n},
where +;(i = 2,3,..., N) denote non-leaf nodes’ instructions and taking ¢ argu-
ments. x1,%s2,...,L, are leaf nodes’ instructions and taking no other arguments.
The output of a non-leaf node is calculated as a RBF neural network model (see
Fig.1). From this point of view, the instruction +; is also called a basis function
operator with ¢ inputs.

The basis function operator is shown in Fig.1(left). In general, the basis
function networks can be represented as

Y= Zwi¢i($% 0) (1)

where z € R™ is input vector, v;(z;0) is ith basis function, and w; is the corre-
sponding weights of ith basis function and 6 is the parameter vector used in the
basis functions. In this research, Gaussian radial basis functions are used,
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Fig. 1. A basis function operator (left), and a tree-structural representation of a hier-
archical RBF neural network with function instruction set F' = {42, +3, +4,+s5,+6},
and terminal instruction set T' = {z1,z2,z3} (right)

and the number of basis functions used in hidden layer is same with the number
of inputs, that is, m = n.

In the creation process of HRBF tree, if a nonterminal instruction, i.e.,
+:(i =2,3,4,...,N) is selected, i real values are randomly generated and used
for representing the connection strength between the node +; and its children.
In addition, 2 x n? adjustable parameters a; and b; are randomly created as
Gaussian radial basis function parameters. The output of the node +; can be
calculated by using (1). The overall output of HRBF tree can be computed from
left to right by depth-first method, recursively.

2.1 Tree Structure Optimization.

Finding an optimal or near-optimal neural tree is formulated as a product of
evolution. In our previously studies, the Genetic Programming (GP), Proba-
bilistic Incremental Program Evolution (PIPE) have been explored for structure
optimization of the FNT [6][7]. In this paper, the Extended Compact Genetic
Programming (ECGP) [9] is employed to find an optimal or near-optimal HRBF
structure.

ECGP is a direct extension of ECGA to the tree representation which is based
on the PIPE prototype tree. In ECGA, Marginal Product Models (MPMs) are
used to model the interaction among genes, represented as random variables,
given a population of Genetic Algorithm individuals. MPMs are represented as
measures of marginal distributions on partitions of random variables. ECGP is
based on the PIPE prototype tree, and thus each node in the prototype tree
is a random variable. ECGP decomposes or partitions the prototype tree into
sub-trees, and the MPM factorises the joint probability of all nodes of the proto-
type tree, to a product of marginal distributions on a partition of its sub-trees.
A greedy search heuristic is used to find an optimal MPM mode under the
framework of minimum encoding inference. ECGP can represent the probability
distribution for more than one node at a time. Thus, it extends PIPE in that
the interactions among multiple nodes are considered.



2.2 Parameter Optimization with PSO.

The Particle Swarm Optimization (PSO) conducts searches using a population
of particles which correspond to individuals in evolutionary algorithm (EA). A
population of particles is randomly generated initially. Each particle represents
a potential solution and has a position represented by a position vector x;. A
swarm of particles moves through the problem space, with the moving velocity of
each particle represented by a velocity vector vi. At each time step, a function f;
representing a quality measure is calculated by using x; as input. Each particle
keeps track of its own best position, which is associated with the best fitness it
has achieved so far in a vector p;. Furthermore, the best position among all the
particles obtained so far in the population is kept track of as pg. In addition
to this global version, another version of PSO keeps track of the best position
among all the topological neighbors of a particle. At each time step t, by using the
individual best position, p;, and the global best position, pg(t), a new velocity
for particle ¢ is updated by

vi(t +1) = vi(t) + c1d1(pi(t) — xi(t)) + caga(pg(t) — xi(t)) (3)

where ¢; and ¢y are positive constant and ¢; and ¢, are uniformly distributed
random number in [0,1]. The term v; is limited to the range of +viax. If the
velocity violates this limit, it is set to its proper limit. Changing velocity this
way enables the particle ¢ to search around its individual best position, pj, and
global best position, pg. Based on the updated velocities, each particle changes
its position according to the following equation:

xi(t+1) =x;(t) + vi(t + 1). (4)

2.3 Procedure of the general learning algorithm.

The general learning procedure for constructing the HRBF network can be de-
scribed as follows.

1) Create an initial population randomly (HRBF trees and its corresponding
parameters);

2) Structure optimization is achieved by using ECGP algorithm;

3) If a better structure is found, then go to step 4), otherwise go to step 2);

4) Parameter optimization is achieved by the PSO algorithm as described in
subsection 2. In this stage, the architecture of HRBF model is fixed, and it
is the best tree developed during the end of run of the structure search. The
parameters (weights and flexible activation function parameters) encoded in
the best tree formulate a particle.

5) If the maximum number of local search is reached, or no better parameter
vector is found for a significantly long time then go to step 6); otherwise go
to step 4);

6) If satisfactory solution is found, then the algorithm is stopped; otherwise go
to step 2).



Table 1. Comparison of results on Iris data

Model Recognition rate on total data set (%)
RBF [12] 95.3
HRBF (this paper) 99.5

Table 2. Results of ten runs on Iris data

1 2 3 4 5 6 7 8 9 10 Average

Misclassification 1 1 0 1 0 1 1 1 1 0 0.7
Recognition rate (%) 99.3 99.3 100 99.3 100 99.3 99.3 99.3 99.3 100  99.5
Features 3 4 3 4 4 3 4 4 3 4 3.6
Parameters 64 60 84 108 108 60 64 84 104 108 84.4

Training time (minutes) 2 6 15 7 8 9 7 4 5 11 74

Table 3. Five-Fold cross validation for Iris data

1 2 3 4 5 Average (%)

Training patterns 120 120 120 120 120 120
Misclassification (training) 0 0 0 0 0 0
Recognition rate (training)(%) 100 100 100 100 100 100

Testing patterns 30 30 30 30 30 30
Misclassification (testing) 0 0 1 0 1 0.4

Recognition rate (testing)(%) 100 100 96.7 100 96.7  98.68

3 Feature Selection and Classification Using Hierarchical
RBF Paradigms

3.1 Iris Data Classification

The iris data is a common benchmark in classification and pattern recognition
studies [10]. It contains 50 measurements of four features from each of the three
species Iris setosa, Iris versicolor, and Iris virginica [11]. We label the species 1,
2, and 3, respectively, which gives a 5 x 150 pattern matrix of observation vectors

ZL = [af o af 2k ), en €1,2,3,k=1,2,...,150 (5)

where x’f,x’2"7x§,mfj are the sepal length, sepal width, petal length, and petal
width, respectively.

The iris data is a famous benchmark to test the performance of classifier
systems. In our computer simulations, we normalized each attribute value into
a real number in the unit interval. Table 1 shows the classification results of
conventional RBF and the proposed HRBF network. For the iris example, we
also used 150 patterns to design a HRBF classifier system via the proposed al-
gorithm. The used instruction set is F' = {43, +3, z1, 22, T3, 24 }. Table 2 shows
the results of ten runs (i.e. ten different initializations of parameters). To es-
timate the performance of the proposed method on unseen data, the five-fold
cross-validation was performed on the iris data. In the five-fold cross-validation
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Fig. 2. The evolved optimal HRBF architectures for five-fold cross-validation (Iris
data)
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Fig. 3. The convergence performance of five-fold cross validation test 3 for Iris data
(left), and for Wine data (right).

experiment, the normalized iris data were divided into five disjoint groups con-
taining 30 different patterns each, with ten patterns belonging to each class.
Then we derived HRBF models via the proposed method on all data outside one
group and tested the resulting HRBF classifier on the data inside that group. Fi-
nally, five HRBF classifiers were derived. The evolved hierarchical architectures
for five-fold cross-validation are shown in Fig.2. The convergence performance
of five-fold cross validation test 3 is shown in Fig.3(left). Table 3 reports the
results of five-fold cross validation. The average classification result is 100.0%
correct (no misclassifications) on the training data and 98.68% correct (about
0.4 misclassification) on the test data.

3.2 Wine Data Classification

In this section, the proposed HRBF model is applied to wine data. The wine data
set is a 13-dimensional problem with 178 samples from three classes. We chose
this data set because it involves many continuous attributes. In our computer
simulations, we normalized each attribute value into a real number in the unit
interval.



Table 4. Comparison of results on Wine data

Model Recognition rate on total data set (%)
RBF [12] 98.89
HRBF (this paper) 99.6

Table 5. Results of ten runs on Wine data
1 2 3 4 5 6 7 8 9 10 Average

Misclassification 1 1 1 0 1 0 1 1 0 1 0.7
Recognition rate (%) 99.4 99.4 99.4 100 99.4 100 99.4 99.4 100 99.4  99.6
Features 5 4 4 5 5 6 4 6 6 4 4.9
Parameters 85 60 64 107 84 113 64 108 79 84 84.8

Training time (minutes) 6 5 13 12 9 10 7 8 12 11  10.3

Table 6. Five-Fold cross validation for Wine data
1 2 3 4 5 Average (%)

Training patterns 136 144 144 144 144 142.4
Misclassification (training) 0 0 0 0 0 0
Recognition rate (training)(%) 100 100 100 100 100 100

Testing patterns 42 34 34 34 34 35.6
Misclassification (testing) 0 0 1 0 O 0.2

Recognition rate (testing)(%) 100 100 97.1 100 100 99.4

Table 4 shows the classification results of conventional RBF and the proposed
HRBF model. For the wine example, we also used 178 patterns to design a
HRBF classifier system via the proposed algorithm. The used instruction set is
F = {+2, +3, +4, ®1, T2, ..., x13}. Table 5 shows the results of ten runs (i.e.
ten different initializations of parameters). To estimate the performance of the
proposed method on unseen data, the five-fold cross-validation was performed
on the Wine data. In the five-fold cross-validation experiment, the normalized
Wine data were divided into five disjoint groups. Then we derived HRBF models
via the proposed method on all data outside one group and tested the resulting
HRBF classifier on the data inside that group.

Finally, five HRBF classifiers were derived. The evolved hierarchical archi-
tectures for five-fold cross-validation are shown in Fig.4. The convergence per-
formance of five-fold cross validation test 3 is shown in Fig.3 (right). Table 6
reports the results of five-fold cross validation. The average classification result
is 100.0% correct (no misclassifications) on the training data and 99.4% correct
(about 0.2 misclassification) on the test data.

4 Conclusions

Based on a novel representation and calculation of the hierarchical RBF models,
an approach for evolving the HRBF was proposed in this paper. The hierarchical
architecture and inputs selection method of the HRBF were accomplished using
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Fig. 4. The evolved optimal HRBF architectures for five-fold cross-validation (Wine
data)

PIPE algorithm, and the free parameters embedded in the HRBF model were
optimized using a PSO algorithm. Simulation results shown that the evolved
HRBF models are effective for the classification of Iris and Wine data. Our
future works will concentrate on,

— Improving the convergence speed of the proposed method by parallel imple-
mentation of the algorithm;
— Applying the proposed approach for more complex problems.
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