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Abstract: Ordinary digital signatures have an inherent weakness: if the secret key is leaked, then all signatures, even the ones generated before the leak, are no longer trustworthy. Forward-secure digital signatures address this weakness, they ensure that the past signatures remain secure even if the current secret key is leaked. Following the notion of aggregate signatures introduced by Boneh et al., which provides compression of signatures, we have come up with aggregate signature schemes for ElGamal, DSA and Bellare-Miner forward-secure signatures. We describe two schemes of aggregation for the Bellare-Miner Scheme. The first is an aggregate signature scheme with aggregation done separately in different time periods. The second is an aggregate signature scheme with aggregation done for a set of time periods. All our schemes can be used for multiple signers. To avoid individual verification of signatures, we propose a method by which the verifier will be able to verify n signatures at a time using a single verification equation. We observe that our method saves approximately $160n$ modular multiplications when compared to individual signature verification of DSA.
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I Introduction

Aggregate signature schemes were introduced in 2003 by Boneh, Gentry, Lynn and Shacham [6]. Basically, an aggregate signature scheme is a digital signature that supports aggregation: Given n signatures on n distinct messages from n distinct users, it is possible to aggregate all these signatures into a single short signature. This single signature will convince the verifier that the n users did indeed sign the n original messages (i.e., user i signed message $M_i$ for $i = 1, \ldots, n$). The advantage of these signatures is that they provide compression of signatures.

In a general signature aggregation scheme each user $i$ signs her message $M_i$ to obtain a signature $\sigma_i$. Then anyone can use a public aggregation algorithm to take all $n$ signatures $\sigma_1, \ldots, \sigma_n$ and compress them into a single signature $\sigma$. Moreover, the aggregation can be performed incrementally. Signatures $\sigma_1, \sigma_2$ can be aggregated into $\sigma_{12}$ which can then be further aggregated with $\sigma_3$ to obtain $\sigma_{123}$, and so on.

There is also an aggregate verification algorithm that takes $PK_1, \ldots, PK_n, M_1, \ldots, M_n$ and $\sigma$ to decide whether the aggregate signature is valid.

Thus, an aggregate signature provides non-repudiation at once on many different messages by many users. This is referred to as general aggregation since aggregation can be done by anyone and without the cooperation of the signers. In another type of aggregation called sequential aggregation scheme, signature aggregation can only be done during the signing process. Each signer in turn sequentially adds her signature to the current aggregate. Thus, there is an explicit order imposed on the aggregate signature and the signers must communicate with each other during the aggregation process. Operationally, sequential aggregation works as follows: User$_1$ signs $M_1$ to obtain $\sigma_1$; User$_2$ then combines $\sigma_1$ and $M_2$ to obtain $\sigma_2$; and so on. The final signature $\sigma_n$ binds User$_i$ to $M_i$ for all $i = 1, \ldots, n$.

In [6], the concept of an aggregate signature, security models for such signatures, and applications for aggregate signatures are presented. They construct an efficient aggregate signature from a recent short signature scheme based on bilinear maps due to Boneh, Lynn, and Shacham [6]. In [7], the authors survey two aggregate signature schemes. The first is based on the short signature scheme of Boneh, Lynn, and Shacham and supports general aggregation. The second, based on a multisignature scheme of Micali, Ohta, and Reyzin, is built from any trapdoor permutation but only supports sequential aggregation. In [4], the authors propose sequential aggregate signatures, in which the set of signers is ordered. The aggregate signature is computed by having each signer, in turn, add his signature to it. They show how to realize this in such a way that the size of the aggregate signature is independent of the number of signatures. In [9], the authors consider FssAgg (Forward-secure signature aggregation) authentication schemes in the contexts of both conventional and public key cryptography and construct a FssAgg MAC scheme and a FssAgg signature scheme, each suitable under different assumptions. This work only represents the initial investigation of Forward-Secure Aggregation as the proposed schemes are not specific or optimal.
In a designated verifier aggregation scheme [3, 14], an aggregate signature is addressed to a specific verifier. And only this specific verifier needs to be convinced of the integrity and origin of the signed messages. Ordinary digital signatures have an inherent weakness: if the secret key is leaked, then all signatures, even the ones generated before the leak, are no longer trustworthy. Forward-secure digital signatures address this weakness, they ensure that the past signatures remain secure even if the current secret key is leaked.

Following the notion of aggregate signatures introduced by Boneh et al, which provides compression of signatures, we have come up with aggregate signature schemes for ElGamal, DSA, Bellare-Miner forward-secure signatures. All our schemes can be used for multiple signers. Aggregate signature gets verified only if the individual signatures in the aggregate signature are valid. Generally aggregation is performed by an un-trusted third party. In case, a group of honest signers want their aggregate signature to be verified, then there is need for every individual signer a way to verify whether his signature is aggregated as a valid or invalid signature. We address this problem by giving a verification equation. If all the honest signers are able to verify this equation, then the aggregate signature is a valid signature.

When e-banks process cheques electronically, they verify each cheque individually and clear the cheque. Sometimes the number of cheques may be so large that processing the cheque individually becomes time consuming. To address this problem we have come up with a verification equation, using which all the cheques can be verified at once. We have considered some cheques to be signed by same signer and some by different signers. The scheme works with DSA signatures. In [8] an interactive batch verification method using DSA is proposed. They show batch verification of documents, all signed by a single signer. They have communication between the signer and the verifier before the signature is generated. In our scheme, there is no communication between the signer and verifier during signature generation. Also, our method considers $n$ or less signers for $n$ different messages. The method saves $\approx 160n$ modular multiplications when compared to individual signature verification of DSA.

The organisation of our paper is as follows: In Section 2, we describe briefly the properties of forward-secure signature schemes and in particular discuss the Forward-secure Bellare-Miner Scheme. In Section 3, we describe two schemes of aggregation for the Bellare-Miner Scheme. The first is a aggregate signature scheme with aggregation done separately in different time periods. The second is a aggregate signature scheme with aggregation done for a set of time periods. In Section 4, we discuss the Forward-Secure DSA Signature scheme and the corresponding aggregation. In Section 5, we discuss the Forward-Secure ElGamal Signature scheme and the corresponding aggregation. In Section 6, to avoid individual verification of signatures, we discuss a method by which the verifier will be able to verify $n$ signatures at a time using a single verification equation. This saves nearly $160n$ modular multiplications when compared to individual signature verification of DSA. Lastly in Section 7, we conclude.

II. Forward Secure Signature Scheme

Digital signatures are vulnerable to leakage of secret key. If the secret key is compromised, any message can be forged. To prevent future forgery of signatures, both public key and secret key must be changed. Notice, that this will not protect previously signed messages: such messages will have to be re-signed with new pair of public key and secret key, but this is not feasible. Also changing the keys frequently is not a practical solution. To address the above problem, the notion of forward security for digital signatures was first proposed by Anderson in [1], and carefully formalised by Bellare and Miner in [5] (see also[2, 12, 10, 13]). The basic idea is to extend a standard digital signature scheme with a key update algorithm so that the secret key can be changed frequently while the public key stays the same. Unlike a standard signature scheme, a forward secure signature scheme has its operation divided into time periods, each of which uses a different secret key to sign a message. The key update algorithm computes the secret key for the new time period based on the previous one using a one way function. Thus, given the secret key for any time period, it is hard to compute any of the previously used secret keys. (It is important for the signer to delete the old secret key as soon as the new one is generated, since otherwise an adversary breaking the system could easily get hold of these undeleted keys and forge signatures.) Therefore a receiver with a message signed before the period in which the secret key gets compromised, can still trust this signature, for it is still hard to any adversary to forge previous signatures.

To specify a forward-secure signature scheme, we need to (i) give a rule for updating the secret key (ii) specify the public key and (iii) specify the signing and the verification algorithms.

II-A Bellare-Miner Forward-secure scheme

For the sake of completeness we describe the algorithms of the Bellare-Miner scheme.

**Key generation:** The signer generates the keys by running the following algorithm which takes as input the security parameter $k$, the number $l$ of points in the keys and the number $T$ of time periods over which the scheme is to operate. Pick at random, distinct $k/2$ bit primes $p, q$ each congruent to $3 \mod 4$ and set $N = pq$ a Blum Williams integer. The base secret key $SK_0 = (S_{i,0}, \ldots, S_{i,0}, N, 0)$ (where $S_{i,0} \equiv R_i \mod Z_N^*)$. For verifying signatures, the verifier is given the public key $PK$, calculated as the value obtained on updating the base secret key $T + 1$ times: $PK = (U_1, \ldots, U_l, N, T)$ where $U_i = S_{i,0}^{2^{l+i}} \mod N$, $i = 1, \ldots, l$.

**Key evolution:** During time period $j$ the signer signs using
key $SK_j$. This key is generated at the start of period $j$ by applying a key update algorithm to the key $SK_{j-1}$. The update algorithm squares the $l$ points of the secret key at the previous stage to get the secret key at the next stage. Once this update is performed the signer deletes the key $SK_j$. Since squaring modulo $N$ is a one way function, when the factorization of $N$ is unknown it is computationally infeasible to recover $SK_{j-1}$ from $SK_j$.

The secret key $SK_j = (S_{1,j}, \ldots, S_{1,j}, N, j)$ of the time period $j$ is obtained from the secret key $SK_{j-1} = (S_{1,j-1}, \ldots, S_{1,j-1}, N, j-1)$ of the previous time period via the update rule: $S_{i,j} = S_{i,j-1}^2 \mod N, i = 1, \ldots, l$.

**Signature Generation:** It has as input the secret key $SK_j$ of the current period, the message $M$ to be signed, and the value $j$ of the period itself to return a signature $\langle j, (Y, Z) \rangle$ where $Y, Z$ in $Z_N^*$ are calculated as follows:

$$ Y = R^{2^{(T+1-j)}} \mod N $$

where $R \in Z_N^*$ and

$$ Z = R \prod_{i=1}^{l} S_{i,j}^{c_i} \mod N $$

with

$$ c_1, \ldots, c_l = H(j, Y, M) $$

being the $l$ output bits of a public hash function.

**Signature Verification:** A claimed signature $\langle j, (Y, Z) \rangle$ for the message $M$ in time period $j$ is accepted if

$$ Z^{2^{(T+1-j)}} = Y \prod_{i=1}^{l} U_i^{c_i} \mod N $$

where $c_1, \ldots, c_l = H(j, Y, M)$, and rejected otherwise. Notice that since

$$ Z^{2^{(T+1-j)}} = (R \prod_{i=1}^{l} S_{i,j}^{c_i})^{2^{(T+1-j)}} \mod N $$

$$ = Y \prod_{i=1}^{l} S_{i,0}^{2^{(T+1)}} \mod N $$

$$ = Y \prod_{i=1}^{l} U_i \mod N. $$

a signature by an honest signer with the secret key will be accepted.

### III Aggregate Forward-Secure signatures for Bellare-Miner scheme

We describe the following two schemes of aggregation for the Bellare-Miner Scheme [11].

1. Aggregate signature scheme with aggregation done separately in different time periods.

2. Aggregate signature scheme with aggregation done for a set of time periods.

To reduce the complexity of equations we give the equations for a single user. But they can be extended for multiple users. Different moduli $N$ of signers is handled as in [4] by ordering the moduli.

#### III-A Aggregate signature scheme for Forward-secure signatures with aggregation done separately in different time periods

Here we propose a forward-secure aggregate signature scheme based on Bellare-Miner Scheme in which given $n$ signatures, $n = n_1 + n_2 + \ldots + n_T$, where $n_j$ are the number of signatures signed by a single signer in the $j^\text{th}$ time period on $n_j$ distinct messages. We aggregate the signatures in different time periods separately i.e. each of the $n_j$ signatures are considered for aggregation separately.

**Aggregate Signature Generation:** Let $\langle (M_{1,j}, j, Y_{1,j}, Z_{1,j}), \ldots, (M_{n_j,j}, j, Y_{n_j,j}, Z_{n_j,j}) \rangle$ be the signatures generated as discussed in Section 3 in any $j^\text{th}$ period. The aggregate signature is obtained by computing the product of the individual components of the signatures. Therefore, the aggregate signature is $\langle (j, Y_{A,j}, Z_{A,j}, M_{1,j}, \ldots, M_{n_j,j}) \rangle$, where

$$ Y_{A,j} = Y_{j,1} \ldots Y_{j,n_j} \mod N $$

$$ Z_{A,j} = Z_{j,1} \ldots Z_{j,n_j} \mod N. $$

**Aggregate Signature Verification:** The verification equation for time period $j$ is given by

$$ Z_{A,j}^{2^{(T+1-j)}} = Y_{A,j} \prod_{i=1}^{l} U_i^{c_{M_{i,1,j}+\ldots+c_{M_{i,n_j,j}}}} \mod N. $$

where $c_{M_{i,1,j}}, \ldots, c_{M_{i,l}} = H(j, Y_{j,1}, M_{1,j})$. Notice that since

$$ LHS \equiv Z_{j,1}^{2^{(T+1-j)}} \ldots Z_{j,n_j}^{2^{(T+1-j)}} \mod N $$

$$ = (R_1 \prod_{i=1}^{l} S_{i,j}^{c_{M_{i,1,j}+\ldots+c_{M_{i,n_j,j}}}})^{2^{(T+1-j)}} \mod N $$

$$ = (R_1 \ldots R_{n_j})^{2^{(T+1-j)}} \prod_{i=1}^{l} S_{i,j}^{c_{M_{i,1,j}+\ldots+c_{M_{i,n_j,j}}}} \mod N $$

$$ = Y_{A,j} \prod_{i=1}^{l} S_{i,j}^{c_{M_{i,1,j}+\ldots+c_{M_{i,n_j,j}}}} \mod N $$

$$ = Y_{A,j} \prod_{i=1}^{l} S_{i,0}^{2^{(T+1)}} \mod N. $$
an aggregate signature generated by a honest signer with his secret key will be accepted.

**III-B Aggregate signature scheme for Forward-secure signatures with aggregation done for a set of time periods**

We propose another aggregate signature scheme for Bellare-Miner Scheme in which given \( n \) signatures, \( n = n_1 + n_2 + \ldots + n_T \), where \( n_j \) are the number of signatures signed in the \( j^{th} \) period on \( n_j \) distinct messages by a single signer. We can aggregate all the signatures occurring in any \( m \) distinct time periods, \( t_1, \ldots, t_m \). Here for convenience and to reduce the complexity of equations we consider \( n_1 = n_2 = \ldots = n_j = 1 \).

**Aggregate Signature Generation:** Let \( \{(M_{i_1,1}, i_1, (Y_{i_1,1}, Z_{i_1,1})), \ldots, (M_{i_m,1}, i_m, (Y_{i_m,1}, Z_{i_m,1}))\} \) be the \( m \) signatures generated as discussed in Section 2 in \( m \) time periods \( J = \{i_1, i_2, \ldots, i_m\} \) by a single signer. The aggregate signature is \( \{(i_1 \ldots i_m, Y_A, Z_A, M_{i_1,1}, \ldots, M_{i_m,1})\} \), where

\[
Y_A = Y_{i_1,1} \ldots Y_{i_m,1} \mod N \tag{8}
\]

\[
Z_A = Z_{i_1,1}^{2(T+1-i_1)} \ldots Z_{i_m,1}^{2(T+1-i_m)} \mod N. \tag{9}
\]

**Aggregate Signature Verification:** The verification equation is given by

\[
Z_A = Y_A \prod_{i \in J} U_j^{cM_{i,j-1}} \mod N. \tag{10}
\]

where \( cM_{i,k-1}, \ldots, cM_{i,k-1,k} = H(i_k, Y_{i_k-1}, M_{i_k,1}), k = 1, 2, \ldots, m \)

Notice that since

\[
\text{LHS} = Z_{i_1,1}^{2(T+1-i_1)} \ldots Z_{i_m,1}^{2(T+1-i_m)} \mod N
\]

\[
= (R_{i_1} \prod_{j=1}^{l} S_j^{cM_{i_1,j-1}})^{2(T+1-i_1)} \ldots
\]

\[
= R_{i_1}^{2(T+1-i_1)} \ldots R_{i_m}^{2(T+1-i_m)}.
\]

\[
\prod_{j=1}^{l} S_j^{cM_{i,m,j-1}} \mod N
\]

\[
= Y_{i_1,1} \ldots Y_{i_m,1} \prod_{j=1}^{l} S_j^{2(T+1-i) + cM_{i,m,j-1}} \mod N
\]

an aggregate signature generated by a honest signer with his secret key will be accepted.

**IV Forward Secure DSA Signature Scheme**

To specify a forward-secure signature scheme, we need to (i) give a rule for updating the secret key (ii) specify the public key and (iii) specify the signing and the verification algorithms.

In saying that our forward-secure scheme is based on a basic signature scheme, we mean that, given a message and the secret key of a time period, the signing algorithm is the same as in the basic signature scheme. The public key for the forward-secure signature scheme is the key obtained on running \( T \) times the update rule for secret keys.

Now, we need to be able to write a verification equation relating the public key and the signature (and incorporating the time period of the signature) from which the claim of forward security can be deduced.

Here are the details.

1. **Secret Key Updating**

   Let \( p \) be a large prime. Let \( \phi(p-1) = p_1^{e_1} \ldots p_k^{e_k} \) where \( p_1 < p_2 < \ldots < p_k \).

   Choose \( g \) such that

   \[
   \text{gcd}(g, p) = 1, \quad \text{gcd}(g, \phi(p)) = 1, \quad \text{gcd}(g, \phi^{T-i}(p)) = 1, \ldots, \quad \text{gcd}(g, \phi^{T-1}(p)) = 1
   \]

   where \( \phi(p) \) is the Euler totient function and \( \phi^{T-i}(p) = \phi(\phi^{T-i-1}(p)) \) for \( 1 \leq i \leq T-1 \) with \( \phi^{T}(p) = p \). It may be noted that a prime \( g \) chosen in the range \( p_k < g < p \) satisfies the above condition. The base secret key \( a_0 \) (this is the initialisation for the secret key updation) is chosen randomly in the

<table>
<thead>
<tr>
<th>( p )</th>
<th>( T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>56</td>
</tr>
<tr>
<td>256</td>
<td>56</td>
</tr>
<tr>
<td>274</td>
<td>77</td>
</tr>
<tr>
<td>274</td>
<td>73</td>
</tr>
<tr>
<td>512</td>
<td>266</td>
</tr>
</tbody>
</table>

**Table 1:** For prime \( p \) of size \( |p| \) bits, \( \phi^T(p) \) has a prime factor of size 160 bits.
range \(1 < a_0 < p – 1\).

The secret key \(a_i\) in any time period \(i\) is derived as a function of \(a_{i-1}\), the secret key in the time period \(i-1\), as follows:

\[ a_i = g^{a_{i-1}} \mod \phi T^{-1}(p) \mod \phi T^{-1}(p) \]  

(11)

for \(1 \leq i < T\). Once the new secret key \(a_i\) is generated for time period \(i\), the previous secret key \(a_{i-1}\), is deleted. Thus an attacker breaking in period \(i\) will get \(a_i\) but cannot compute \(a_0, \ldots, a_{i-1}\), because of difficulty of computing discrete logarithms. For a given large prime \(p\), though the value of \(\phi T^{-1}(p)\) decreases exponentially over time \(i\), we have determined experimentally (see Table 1) that for the following typical values of \(p\), \(\phi T^{-1}(p)\) factor into primes of size greater than \(2^{160}\) for reasonable value of \(T\). Therefore, we assume that computing discrete logarithms \(\mod \phi T^{-1}(p)\) is hard, for \(1 \leq i < T\).

2. Public Key Generation

We obtain the public key by executing the Secret Key Update Algorithm \(T\) times as follows:

\[ \beta = g^{\mu r} \mod p = a T \mod p \]  

(12)

3. Signature Generation:

The signature generated in any time period \(i\) is \((r, s, i)\). The computation of \(r\) is

\[ r = (g^k \mod p) \mod q \]  

(13)

where \(k\) is a random number chosen such that \(0 < k < p\) and \(gcd(k, p – 1) = 1\).

The computation of \(s\) is

\[ s = k^{-1}(SHA(m||i) + (A(g, T – i – 1, a_i)) r) \mod q \]  

(14)

where SHA is a collision-resistant hash function. While hashing, \(i\) is concatenated with \(m\) to indicate the time period in which the message is signed.

The notation \(A(\alpha, u, v) = \alpha^u\) we mean that there are \(\alpha\) number of \(\alpha\)’s in the tower and the topmost \(\alpha\) is raised to \(r\), i.e. in the above equation there are \((T – i – 1)\) number of \(\alpha\)’s in the tower and the topmost \(\alpha\) is raised to \(a_i\).

Notice that the public key \(\beta\) can also be given in terms of \(a_i\) as,

\[ \beta = A(g, T – i, a_i) \mod p \]  

(15)

This relation gets employed in the verification of validity of a signature.

4. Verification:

\[ w = (s)^{-1} \]

\[ u_1 = SHA(m||i), w \]

\[ u_2 = r, w \]

\[ v = g^{u_1} \beta^{u_2} \]

A claimed signature \((r, s, i)\) for the message \(m\) in time period \(i\) is accepted if

\[ v = r \]  

else rejected.

Recall that the claim of security of the standard DSA signature scheme is based on the difficulty of computing discrete logarithms. The same security guarantee is obtained in the Forward-secure DSA Signature Scheme.

IV-A Aggregate Signatures for Forward-Secure DSA

Let \(\{(M_{t_1, i}, t_1, (r_{t_1, i}, s_{t_1, i})) \ldots (M_{t_m, i}, t_m, (r_{t_m, i}, s_{t_m, i}))\}\) be the m DSA forward-secure signatures generated in m time periods \(I = \{t_1, \ldots, t_m\}\) by a single signer. The aggregate signature is obtained by computing the following:

\[ \sigma_1 = r_{t_1, i}^{-1} s_{t_1, i} \ldots r_{t_m, i}^{-1} s_{t_m, i} \mod p \]

\[ \sigma_2 = (SHA(M_{t_1, i})) r_{t_1, i}^{-1} + \ldots + SHA(M_{t_m, i}) r_{t_m, i}^{-1} H(\sigma_1) \mod p \]

The verification equation is given by

\[ \alpha^{\sigma_2} = ((\beta - m) \sigma_1) H(\sigma_1) \mod p \]

Since

\[ RHS = ((\beta - m) r_{t_1, i}^{-1} \ldots r_{t_m, i}^{-1} s_{t_1, i} \ldots s_{t_m, i} \mod p) H(\sigma_1) \mod p \]

\[ = ((\beta - m) \cdot g^{SHA(M_{t_1, i}) + A(g, T – i – 1, a_i)) r_{t_1, i}^{-1} \ldots} \]

\[ g^{SHA(M_{t_m, i}) + A(g, T – i – 1, a_i)) r_{t_m, i}^{-1} \ldots} \]

\[ H(\sigma_1) \mod p \]

\[ = ((\beta - m) \cdot g^{SHA(M_{t_1, i}) \ldots s_{t_m, i} \mod p} \]

\[ = g^{SHA(M_{t_1, i}) \ldots s_{t_m, i}} H(\sigma_1) \mod p \]

\[ = g^{\sigma_2} \mod p \]

\[ = LHS, \]

a set of messages signed by a honest signer will be accepted. This can be easily extended to any number of users.

V Forward Secure ElGamal Signature Scheme

As the Secret Key Update Algorithm and Public Key Generation Algorithm remains the same as in Forward-Secure DSA scheme, we discuss only the Signature Generation and Signature Verification algorithms. Here are the details.

1. Signature Generation

The signature generated in any time period \(i\) is \((y_{1, i}, y_{2, i})\).

The computation of \(y_{1, i}\) is

\[ y_{1, i} = \alpha^k \mod p \]  

(17)

where \(k\) is a random number chosen such that \(0 < k < p\) and \(gcd(k, p – 1) = 1\).

The computation of \(y_{2, i}\) is

\[ y_{2,i} = (H(m||i) – (A(\alpha, T – i – 1, a_i)), y_{1, i})) k^{-1} \mod (p – 1) \]  

(18)

where \(H\) is a collision-resistant hash function. While hashing, \(i\) is concatenated with \(m\) to indicate the time period in which the message is signed.
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Notice that the public key $\beta$ can also be given in terms of $a_i$ as,

$$\beta = A(a,T - i, a_i) \mod p,$$

(19)

This relation gets employed in the verification of validity of the signature.

2. Verification

A claimed signature $(y_{1,i}, y_{2,i})$ for the message $m$ in time period $i$ is accepted if

$$\alpha^{H(m|i)} = y_{1,i}^{y_{2,i}} \mod p,$$

else rejected.

V-A Aggregate Signatures for Forward-Secure ElGamal Signature Scheme

Let $(\langle M_{i,1}, 1 \langle y_{1,1}, y_{1,1}' \rangle \rangle, \ldots, (M_{i,m}, 1 \langle y_{1,m}, y_{1,m}' \rangle \rangle)$ be the $m$ forward-secure ElGamal signatures generated in $m$ time periods $I = \{1, 2, \ldots, m\}$ by a single signer. The aggregate signature is obtained by computing the following:

$$\sigma_1 = y_{1,1}' M_{i,1} \cdot y_{1,1} - y_{1,m} y_{1,m}' M_{i,m} \mod p$$

$$\sigma_2 = (SHA(M_{i,1}) y_{1,1}' + \ldots + SHA(M_{i,m}) y_{1,m}' M_{i,m}) \cdot H(\sigma_1) \mod p.$$ 

The verification equation is given by

$$g^{\sigma_2} = ((g^{\alpha})^m \sigma_1)^H(\sigma_1) \mod p.$$ 

Since,

$$RHS = (g^{\alpha} y_{1,i} y_{1,i}' \cdot y_{1,m} y_{1,m}' M_{i,m}) \cdot H(\sigma_1) \mod p$$

$$= g^{\alpha} \cdot g^{H(M_{i,1}) y_{1,1}' y_{1,1}} \cdot \ldots \cdot g^{H(M_{i,m}) y_{1,m}' y_{1,m}} \cdot g^{\alpha} \cdot g^{H(\sigma_1)} \mod p$$

$$= g^{\sigma_2} \mod p$$

$$= LHS,$$

a set of messages signed by a honest signer will be accepted. This can be easily extended to any number of users.

VI Batch Verification of Signatures

Financial institutions receive a large number of cheques every day. Each cheque is separately verified using the corresponding public keys. We propose a method in which all cheques can be verified in a single step. We use DSA as our signature scheme. In [8] an interactive batch verification method using DSA is proposed. They show batch verification of documents, all signed by a single signer. They have communication between the signer and the verifier before the signature is generated. In our scheme, there is no communication between the signer and verifier during signature generation. Also, our method considers $n$ or less signers for $n$ different messages. Thus the cheques received by a bank among which some cheques, all signed by single signer, and some cheques signed by different signers can be verified in a single step. We observe that our method saves $\approx 160n$ modular multiplications when compared to individual signature verification of DSA.

Let $(r, s)$ be the signature in DSA for a message $m$. Let us consider $n$ messages signed by $n$ different signers. Let $x_1 \ldots x_n$ be the secret keys and $y_1 \ldots y_n$ be their corresponding public keys of signers $signer_1 \ldots signer_n$. Let $(r_1, s_1) \ldots (r_n, s_n)$ be their signatures for the messages $m_1 \ldots m_n$. The verification equation is given by

$$\alpha^{\sigma_2} = (y_1 \ldots y_n)^{r_1} \cdot \ldots \cdot (y_1 \ldots y_n)^{r_n} \cdot \sigma_1$$

where

$$\sigma_1 = r_1^{-1} \ldots s_n^{-1} - s_n$$

$$\sigma_2 = (SHA(m_1) r_1^{-1} + \ldots + SHA(m_n) r_n^{-1})$$

Since

$$RHS = (y_1 \ldots y_n)^{r_1} \cdot \ldots \cdot (y_1 \ldots y_n)^{r_n}$$

$$= (y_1 \ldots y_n)^{-1} \cdot \alpha^{x_1} \cdot \ldots \cdot \alpha^{x_n} \cdot \sigma_1$$

$$= (y_1 \ldots y_n)^{-1} \cdot \alpha^{SHA(m_1) r_1^{-1}} \cdot \ldots \cdot \alpha^{SHA(m_n) r_n^{-1}}$$

$$= \alpha^{\sigma_2}$$

$$= LHS,$$

a set of signatures signed by $n$ honest signers will be accepted. Each DSA verification requires $3 \log_2(q)$ modular multiplications. If there are $n$ signatures, then $n$ DSA verifications require $3n \log_2(q)$ modular multiplications. In the batch verification of signatures that we propose, observing the equations, computation of $\sigma_1$ requires $2n \log_2(q)$ modular multiplications while the verification equation requires $2 \log_2(q)$ modular multiplications. Thus there is a saving of $3n \log_2(q) - (2n \log_2(q) + 2 \log_2(q)) = (n - 2) \log_2(q) \approx 160n$ modular multiplications.

Supposing an $i^{th}$ signer alone signs some $k$ cheques, then the verification equation is given by:

$$\alpha^{\sigma_2} = (y_1 \ldots y_{i-1} y_i \ldots y_n)^{-1} \cdot \sigma_1$$

VII Conclusion

Following the notion of aggregate signatures introduced by Boneh et al, which provides compression of signatures, we have come up with aggregate signature schemes for ElGamal, DSA, Bellare-Miner forward-secure signatures. We describe two schemes of aggregation for the Bellare-Miner Scheme. The first is a aggregate signature scheme with aggregation done separately in different time periods. The second is a aggregate signature scheme with aggregation done for a set of time periods. To avoid individual verification of signatures, we propose a method by which the verifier will be able to verify all the cheques at a time using a single verification equation. We observe that our method saves approximately $160n$ modular multiplications for $n$ signatures compared to the individual signature verification of DSA.
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A-A Key Generation
- Choose a 160 bit prime q.
- Choose a L-bit prime p, such that p = qz + 1 for some integer z.
- Choose h, where 1 < h < p − 1 such that g = h^{q} \mod p > 1. Here g is the generator.
- Choose x where 0 < x < q.
- Calculate y = gx \mod p.
- Public key is (p, q, g, y). Private key is x.

A-B Signature Generation
- Generate a random k per message where 0 < k < q.
- Calculate r = (g^{k} \mod p) \mod q.
- Calculate s = (k^{-1}(H(m) + x.r)) \mod q where H(m) is the SHA-1 hash function applied to the message m.
- The signature is (r, s).

A-C Signature Verification
- Calculate u1 = (H(m).w) \mod q.
- Calculate u2 = r.w \mod q.
- Calculate v = ((y^{1}.y^{2}) \mod p) \mod q.
- The signature is valid if v = r.

B ElGamal Signatures
Choose a random large prime p such that p − 1 has a large prime factor q. The signature for the message m in the basic ElGamal scheme [?] with the secret key s and public key β (β = α^s) is (y1, y2) where

\[
y_1 = \alpha^k \mod p
\]

where α is the generator in the cyclic group Z_p and k is a random number chosen such that 0 < k < p − 1 and gcd(k, p − 1) = 1.

\[
y_2 = (H(m) - sy_1)k^{-1} \mod (p - 1)
\]

where H is a collision-resistant hash function [?]. The verification equation is given by

\[
\alpha^{H(m)} = \beta^{y_1}y_2 \mod p
\]