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Abstract 

 
This paper presents a comparative study of different neural network models for forecasting the weather of 

Vancouver, British Columbia, Canada.  For developing the models, we used one year’s data comprising of 

daily maximum and minimum temperature, and wind-speed. We used Multi-Layered Perceptron (MLP) and 

an Elman Recurrent Neural Network (ERNN), which were trained using the one-step-secant and Levenberg-

Marquardt algorithms. To ensure the effectiveness of neurocomputing techniques, we also tested the different 

connectionist models using a different training and test data set.  Our goal is to develop an accurate and 

reliable predictive model for weather analysis. Radial Basis Function Network (RBFN) exhibits a good 

universal approximation capability and high learning convergence rate of weights in the hidden and output 

layers. Experimental results obtained have shown RBFN produced the most accurate forecast model as 

compared to ERNN and MLP networks.  

 

Key words: Weather forecasting, multi-layered perceptron, Elman recurrent neural network, radial basis 

function network, Levenberg-Marquardt algorithm, one-step-secant algorithm. 

 

1.  Introduction 

 
Weather forecasts provide critical information about future weather. There are various techniques involved in 

weather forecasting, from relatively simple observation of the sky to highly complex computerized 

mathematical models. Weather prediction could be one day/one week or a few months ahead [2][18][24]. 

The accuracy of weather forecasts however, falls significantly beyond a week. Weather forecasting remains a 

complex business, due to its chaotic and unpredictable nature [13][15]. It remains a process that is neither 

wholly science nor wholly art. It is known that persons with little or no formal training can develop 

considerable forecasting skill [1][9]. For example, farmers often are quite capable of making their own short-

term forecasts of those meteorological factors that directly influence their livelihood, and a similar statement 

can be made about pilots, fishermen, mountain climbers, etc. Weather phenomena, usually of a complex 

nature, have a direct impact on the safety and/or economic stability of such persons. Accurate weather 

forecast models are important to third world countries, where the entire agriculture depends upon weather 

[24]. It is thus a major concern to identify any trends for weather parameters to deviate from its periodicity, 

which would disrupt the economy of the country. This fear has been aggravated due to threat by the global 

warming and green house effect. The impact of extreme weather phenomena on society is growing more and 

more costly, causing infrastructure damage, injury and the loss of life. Several artificial intelligence 

techniques have been used in the past for modeling chaotic behavior of weather 

[5][6][8][13][14][15][17][19][24]. In recent times, much research has been carried out on the application of 

artificial intelligence techniques to the weather forecasting problem. Quantitative forecasting is based on 

extracting patterns from observed past events and extrapolating them into the future, one should expect 

artificial neural networks (ANN) to be good candidates for this task. In fact, ANN are very well suited for it, 

for at least two reasons. First, it has been formally demonstrated that ANN are able to approximate 
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numerically any continuous function to the desired accuracy [26][27]. In this sense, ANN may be seen as 

multivariate, nonlinear and nonparametric methods [28], and they should be expected to model complex 

nonlinear relationships much better than the traditional linear models that still form the core of the 

forecaster’s methodology. Secondly, ANN are data-driven methods, in the sense that it is not necessary for 

the researcher to postulate tentative models and then estimate their parameters. Given a sample of input and 

output vectors, ANN are able to automatically map the relationship between them; they “learn” this 

relationship, and store this learning into their parameters. As these two characteristics suggest, ANN should 

prove to be particularly useful when one has a large amount of data, but little a priori knowledge about the 

laws that govern the system that generated the data. Several of them use simple feed-forward neural network 

training methods using backpropagation algorithm. One aim of this research is to develop an accurate 

weather forecast model so as to minimize the impact of extreme summer and winter weather. To improve the 

learning capability of the connectionist paradigms, we used second order error information using the one-

step-secant and the Levenberg-Marquardt approaches. We also used a radial basis function network, which is 

also a well-established technique for function approximation [23]. 

 

The Radial Basis Function (RBF) network is a popular alternative to the Multi-Layered Perceptron (MLP), 

which, although is not as well suited to larger applications, can offer advantages over the MLP in some 

applications [16][21][23]. In Recurrent Neural Networks (RNN), the temporal nature of the data is taken into 

account. MLP networks are capable of modeling non-linearity and the only way to adapt MLP networks to 

temporal data is to provide the entire time-series to the network as input at each training cycle. This not only 

requires networks of immense size, which in turn require a great deal of processing power and time to 

converge, but also limits the network to fixed-length time series [4][7]. In Section 2 and 3 we present some 

theoretical background of MLP and RNN followed by learning algorithms in Section 4. RBF networks and 

an experimentation setup are presented in Sections 5 and 6, respectively, and some conclusions are drawn 

towards the end. 

 

2.  Multi-Layered Perceptron (MLP) Networks  

 
Typical MLP network is arranged in layers of neurons (nodes), where every neuron in a layer computes the 

sum of its inputs and passes this sum through a nonlinear function (an activation function) as its output. Each 

neuron has only one output, but this output is multiplied by a weighting factor if it is to be used as an input to 

another neuron (in a next higher layer). There are no connections among neurons in the same layer. Figure 1 

shows a 3-layered MLP network used for weather forecasting.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1:  Architecture of multi-layered perceptron network. 
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The input, hidden and output layers are denoted by k, j, and i, respectively. For a given pattern, µ, a neuron j 

in the hidden layer receives, from a neuron k in the input layer, a net input signal as follows:  

 

∑ +=
k

k
µ
kjk

µ
j bξwx         (1) 

where 
µξ
k

 is the input signal fed to neuron k in the input layer, and jkw  is the connection strength between 

neuron j in the hidden layer and neuron k in the input layer, while kb  is a bias connected to the input layer. 

The bias is an additional input to a neuron that serves to normalize its output, and normally has a constant 

activation of 1 [10]. 

 

The output jV  produced by the jth neuron in the hidden layer is related to the activation value for that 

neuron, by a transfer function ( )xgh , which is given as: 
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A neuron i in the output layer receives this signal from the neuron j in the hidden layer as input, and similarly 

produces an output, µ
iO , which is related to the activation value for that neuron, by a transfer function 

( )xgo , which is assumed to be the same form of ( )xgh  in this paper. 
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The biases in the equations, kb  and jb , can be omitted as they can be considered as an extra input of unit 

value connected to all units in the network. The final net output for an input pattern µ , ( )p,...,1=µ  can be 

then described by 

 

( )( )∑ ∑= µ
kjkhijo

µ
i ξwgWgO       (4) 

 

Activation functions for the hidden layers are needed to introduce nonlinearity into the network. Without 

nonlinearity, hidden layers would not make networks more powerful than just simple perceptrons (which do 

not have any hidden layers, only input and output layers). A composition of linear functions is again a linear 

function. It is the nonlinearity (i.e., the capability to represent nonlinear functions) that makes MLP networks 

so powerful. For backpropagation learning, however, it must be differentiable and saturating at both 

extremes. Sigmoid functions such as the logistic and hyperbolic tangent functions, and the Gaussian function 

are the most common choices. If the transfer functions were chosen to be linear, then the network would 

become identical to a linear filter [12]. 

 

The steepness of the logistic sigmoid can be modified by a slope parameter σ . The more general sigmoid 

function (with range between 0 and 1) is given by 

 

( ) ( ) ( )
( )σxexp1
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with its derivative as 

 

( ) ( ) ( )[ ]xgxgxg' −= 1σ         (6) 
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The slope may be determined such that the sigmoid function achieves a particular desired value for a given 

value of x. 

 

The training of a network by backpropagation [11] involves three stages: the feedforward of the input 

training pattern, the calculation and backpropagation of the associated error, and the adjustment of the 

weights. After training, application of the net involves only the computations of the feedforward phase. In 

order to train the network, input is shown to the net together with the corresponding known output, and if 

there exists a relation between the input, 
µξ k , and the output, µ

iO , the net learns by adjusting the weights 

until an optimum set of weights that minimizes the network error is found and the network then converges. 

 

The network error, E, which is defined as the sum of the individual errors over a number of samples, is given 

by 
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where µ
iT  is the target or desired output ( )outNi ,...,1= . Substituting Equation 4 for the net output, µ
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At the completion of a pass through the entire data set, all the nodes change their weights based on the 

accumulated derivatives of the error with respect to each weight. These weights change move the weights in 

such a direction that the error declines most quickly. The standard learning algorithm, which updates the 

weights can be expressed by the gradient descent rule, which means that each weight, say, wpq , changes by 

an amount pqw∆ , which is proportional to the gradient of the error E at the present location. 

 

For the hidden-to-output connections, the gradient descent rule gives the change in weight as 

 

ij
old

ij
new

ij ∆WWW +=         (9) 

where 

ij
ij

W

E
η∆W

∂

∂
−=          (10) 

and η  stands for the learning rate. Similarly, the weight change for the input-to-hidden connections, is given 

by 
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3.  Elman Recurrent Neural Networks (ERNN) 

 
ERNN (also known as partially recurrent neural network) are a subclass of recurrent networks [3][7]. They 

are multilayer perceptron networks augmented with one or more additional context layers storing output 

values of one of the layers delayed by one step and used for activating this or some other layer in the next 

time step, as shown in Figure 2. The Elman network has context units, which store delayed hidden layer 

values and present these as additional inputs to the network. The Elman network can learn sequences that 

cannot be learned with other recurrent neural network e.g. with Jordan recurrent neural network (which is a 

similar architecture with a context layer fed by the output layer) since networks with only output memory 
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cannot recall inputs that are not reflected in the output. Several training algorithms for calculation of error 

gradient in general recurrent networks exist.  

 
3.1.  Training of Recurrent Neural Networks 

 
In deriving a gradient-based update rule for recurrent networks, we now make network connectivity very 

unconstrained. Suppose that we have a set of input units, ( ){ }mktxI k <<= 0, , and a set of other units, 

( ){ }nktyU k <<= 0, , which can be either hidden or output units. To index an arbitrary unit in the network, 

we can use  
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Let W be the weight matrix with n rows and n+m columns, where jiw ,  is the weight to unit i (which is in U) 

from unit j (which is in I or U). The units compute their activations by first computing the weighted sum of 

their inputs:  
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where the only new element in the formula is the introduction of the temporal index t. The units then 

compute some non-linear function of their net input  
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Figure 2:  Schematic diagram of 3-layered Elman recurrent neural network. 
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Usually, both hidden and output units have nonlinear activation functions. Note that external input at time t 

does not influence the output of any unit until time t+1. The network is thus a discrete dynamical system.  

 

Some of the units in U are output units, for which a target is defined. A target may not be defined for every 

single input however. For example, if we are presenting a string to the network to be classified as either 

grammatical or ungrammatical, we may provide a target only for the last symbol in the string. In defining an 

error over the outputs, therefore, we need to make the error time dependent too, so that it can be undefined 

(or zero) for an output unit for which no target exists at present. Let T(t) be the set of indices k in U for which 

there exists a target value ( )td k  at time t. We are forced to use the notation dk instead of t here, as t now 

refers to time. Let the error at the output units be  
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and define the error function for a single time step as  
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To minimize the error function is the sum of this error over all past steps of the network  
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As the total error is the sum of all previous errors and the error at this time step, so also, the gradient of the 

total error is the sum of the gradient for this time step and the gradient for previous steps  
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As a time series is presented to the network, the values of the gradient can be accumulated, or equivalently, 

of the weight changes. Thus to keep track of the value  
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After the network has been presented with the whole series, each weight wij  can be changed by ( )∑
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An algorithm can be required that computes  
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at each time step t. Since ( )tek  is known at all times (the difference between targets and outputs), it is only 

required to find a way to compute the second factor ( ) ijk wty ∂∂ / . From Equations 14 and 15, we obtain: 
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where ikδ  is the Kronecker delta  
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As input signals do not depend on the weights in the network,  
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Equation 24 becomes:  
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This is a recursive equation. That is, if the value of the left hand side for time t = 0 is known, we can 

compute the value for time 1, and use that value to compute the value at time 2, etc. By assuming that 

starting state (t = 0) is independent of the weights, then  
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These equations hold for all IUjandUiUk ∪∈∈∈ , . It is also required to define the values  

 

( )
( )

ij

kk
ij

w

ty
tp

∂

∂
=         (27) 

 

for every time step t and all appropriate i, j and k. Now start with the initial condition  
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and compute at each time step  
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The algorithm then consists of computing the quantities ( )tp
k
ij  at each time step t, using equations 27 and 28, 

and then using the differences between targets and actual outputs to compute weight changes  
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and the overall correction to be applied to wij  is given by  
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Artificial neural networks (ANNs) were designed to mimic the characteristics of the biological neurons in the 

human brain and nervous system [10]. The network “learns” by adjusting the interconnections (called 
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weights) between layers. When the network is adequately trained, it is able to generalize relevant output for a 

set of input data. Learning typically occurs by example through training, where the training algorithm 

iteratively adjusts the connection weights (synapses). We investigated two learning algorithms for training of 

MLP and ERNN techniques, namely one-step-secant and the Levenberg Marquardt approaches. 

 

4.  Learning Algorithms for MLP and ERNN 
 

4.1.  One-Step-Secant Algorithm (OSS) 

 

Quasi-Newton method involves generating a sequence of matrices G
(k)

 that represents increasingly accurate 

approximations to the inverse Hessian (H
-1

). Using only the first derivative information of E [11], the updated 

expression is as follows: 
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and T represents transpose of a matrix. The problem with this approach is the requirement of computation 

and storage of the approximate Hessian matrix for every iteration. The One-Step-Secant (OSS) is an 

approach to bridge the gap between the conjugate gradient algorithm and the quasi-Newton (secant) 

approach.  The OSS approach doesn’t store the complete Hessian matrix; it assumes that at each iteration the 

previous Hessian was the identity matrix. This also has the advantage that the new search direction can be 

calculated without computing a matrix inverse. 

 

4.2.  Levenberg-Marquardt (LM) Algorithm 

 

Levenberg-Marquardt (LM) algorithm is a variation of Newton's method that was designed for minimizing 

functions that are sums of squares of other nonlinear functions [11]. An important feature of the LM 

algorithm is its speed (as compatible as Newton's method) and the convergence of steepest descent. 

 

Newton's method for optimizing a performance index F (x) is given by 
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2
k F(x)A =∇=  is the Hessian matrix (second derivatives) of the performance index at the current 

values of the weights / biases, and kk xxF(x)g =∇= the gradient can be written in matrix form 
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where J is the Jacobian matrix. We can approximate the Hessian matrix as 
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substituting (35) and (36) into (34) will give the Guass-Newton method 
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One problem with the gaussian method is that the matrix JJH T=  may not be invertible. This can be 

overcome by using µIHG +=  modification to the approximate Hessian Matrix. Therefore the eigenvectors 

of G are the same as the eigenvectors of H. The LM algorithm is given by 

 

))v(x(xJIµ))J(x(xJxx kk
T

kkk
T

k1k
1][ −

+ +−=    (38) 

 

This algorithm has the very useful feature that as kµ  is increased it approaches the steepest descent 

algorithm with small learning rate and while kµ is decreased to zero the algorithm becomes Gauss-Newton. 

The key step of the LM algorithm is the computation of the Jacobian matrix, which is created by computing 

the derivatives of the errors. 

 

5.  Radial Basis Function Network (RBFN) 

 
RBFN network consists of 3-layers: input layer, hidden layer, and output layer, as shown in Figure 3. The 

neurons in hidden layer are of local response to its input and known as RBF neurons, while the neurons of the 

output layer only sum their inputs and are called linear neurons [22].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3:  Architecture of radial basis function network. 

 

The RBFN of Figure 3 is normally used to approximate an unknown continuous function nn RR →:φ , which 

can be described by the affine mapping: 
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where ][ ijB α=  is a Mn ×  weight matrix of the output layer, ( )pxK ,  is the kernel function vector of the 

RBFN, which consists of the locally receptive functions. Usually, ( )pxK ,  takes one of the forms such as 

( ) rrK =  (linear) or ( ) ( )2/exp 2rrK −=  (Gaussian), where r is scaled radius iix σµ /− . For convenience 

of notation, we let ( )MMp σσµµ ...,,,...,, 11=  be the parameter vector of the kernel, and further denote 

( )pB,=θ  as the parameter set of the RBFN. For the proposed model, we choose the conventional Gaussian 

kernel as the activation function of RBF neurons as it displays several desirable properties from the 

viewpoint of interpolation and regularization theory [12]. Then the kernel function vector ( )pxK ,  can be 

further expressed as 
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Here we let the first component of ( )pxK ,  be one for taking the bias into account. 

 

It is well known that neural network training can result in producing weights in undesirable local minima of 

the criterion function. This problem is particularly serious in recurrent neural networks as well as for MLP 

with highly nonlinear activation functions, because of their highly nonlinear structure, and it gets worse as 

the network size increases. This difficulty has motivated many researchers to search for a structure where the 

output dependence on network weights is less nonlinear. The RBF network has a linear dependence on the 

output layer weights, and the nonlinearity is introduced only by the cost function for training, which helps to 

address the problem of local minima. Additionally, this network is inherently well suited for weather 

prediction, because it naturally uses unsupervised learning to cluster the input data [20][21][23]. 

 

5.1.  Training of RBF Network 
 

There are two basic methods to train an RBFN in the context of neural networks. One is to jointly optimize 

all parameters of the network similarly to the training of the MLP. This method usually results in good 

quality of approximation but also has some drawbacks such as a large amount of computation and a large 

number of adjustable parameters. Another method is to divide the learning of an RBFN into two steps. The 

first step is to select all the centers µ in terms of an unsupervised clustering algorithm such as the K-means 

algorithm proposed by Linde et al. (denoted as the LBG algorithm) [25], and choose the radii σ by the k-

nearest neighbor rule. The second step is to update the weights B of the output layer, while keeping the µ and 

σ fixed. The two-step algorithm has fast convergence rate and small computational burden. 

 

We used a two-step learning algorithm to speed up the learning process of the RBFN. The selection of the 

centers and radii of RBF neurons can be done naturally in an unsupervised manner, which makes this 

structure intrinsically well suited for weather prediction. As a result, we adopt below a self-organized 

learning algorithm for selection of the centers and radii of the RBF in the hidden layer, and a stochastic 

gradient descent of the contrast function for updating the weights in the output layer. For the selection of the 

centers of the hidden units, we may use the standard k-means clustering algorithm [21]. This algorithm 

classifies an input vector x by assigning it the label most frequently represented among the k-nearest neighbor 

samples. Specifically, it places the centers of RBF neurons in only those regions of the input space, where 

significant data are present. Let ( ) Kknpk ...,,1, =  denotes the centers of RBF neurons at iteration n. Then 

the best matching (winning) center ( )xk
∧

 at iteration n using the minimum distance Euclidean criterion can be 

found as follows: 
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The update rule for the locations of the centers are given by 
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where sη  denotes the learning rate in interval [0, 1], Once the centers and radii are established, we can make 

use of the minimization of the contrast function to update the weights of the RBFN. 
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6.  Experimental Setup  

 
Before data are ready to be used as input to the neural networks, they were subjected to some form of pre-

processing, which usually intends to make the forecasting problem more manageable. Pre-processing is 

required to reduce the dimension of the input vector, so as to avoid the “curse of dimensionality” (the 

exponential growth in the complexity of the problem that results from an increase in the number of 

dimensions). Pre-processing is also required to clean the data, by removing outliers, missing values or any 

irregularities, since neural networks are sensitive to such defective data [29][30]. In the normal case, 

architecture of the connectionist models is determined after a time-consuming trial-and-error procedure. To 

circumvent this disadvantage, we use a more systematic way of finding good architectures. A sequential 

network construction [25] is employed to select an appropriate number of hidden neurons for each of the 

connectionist model considered. First, a network with a small number of hidden neurons is trained. Then a 

new neuron is added with randomly initialized weights and the network is retrained with changes limited to 

these new weights. Next all weights in the network are retrained. This procedure was repeated until the 

number of hidden neurons reaches a preset limit and then substantially reduces the training time in 

comparison with time needed for training of new networks from scratch. More importantly, it creates a 

nested set of networks having a monotonously decreasing training error and provides some continuity in the 

model space, which makes a prediction risk minimum more easily noticeable.  

 

The concept of forecasting-model consists of: (a) proper model selection of the technique that matches with 

the local requirements, (b) calculation and update of model parameters, which includes the determination of 

the network parameters and selection of the method to update the constants values as the circumstance varies 

(seasonal changes), (c) evaluation of the model performance to validate the model using historical data, also 

the final validation to use the model in real life conditions. The evaluation terms includes accuracy, ease of 

use and bad/anomalous data detection, (d) update/modification of the model, if the performance is not 

satisfactory. Due to sudden variation in weather parameters, the model becomes obsolete and inaccurate. 

Thus, model performance and accuracy should be evaluated continuously [25]. Sometimes, periodic update 

of parameters or change of model structure is also required. We used the weather data from 01 September 

2000 to 31 August 2001 for analyzing the connectionist models. For MLP and ERNN, we used the first 

eleven months data for training the networks and the dataset from (01-31) August 2001 for testing the trained 

models. We also used the dataset (01-30) April 2001 for testing and the remaining for training of RBFN, 

MLP and ERNN networks. We used this method to ensure that there is no bias on the training and test 

datasets. We used a Pentium-III, 1GHz processor with 256 MB RAM and all the experiments were simulated 

using MATLAB. The following steps were taken before starting the training process: 

 

• The error level was set to a relatively small value (10
-4

) that could be decreased to a smaller level, but 

the results show satisfactory prediction of the required outputs. Also setting the training accuracy to a 

higher level will take a much longer training time. 

• The hidden neurons were varied (10-80) and the optimal number for each network were then decided 

as mentioned previously by changing the network design and running the training process several 

times until a good performance was obtained. 

• When the network faces local minima (false wells), new ones to escape from such false wells replace 

the whole set of network weights and thresholds. Actually, a random number generator was used to 

assign the initial values of weights and thresholds with a small bias as a difference between each 

weight connecting two neurons together since similar weights for different connections may lead to a 

network that will never learn. 
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Figure 4:  Actual daily minimum and maximum temperatures for the year 2001 in B.C, Canada. 

 

Figure 5:  Actual daily wind-speed for the year 2001 in B.C., Canada. 

 

6.1.  Weather Parameters 
 

6.1.1.  Temperature 

 

Our initial analysis of the data has shown that the most important weather parameters are the minimum and 

maximum temperature variables. These variables also represent a strong correlation with other weather-

parameters. Temperature, in general, can be measured to a higher degree of accuracy relative to any of the 

other weather variables. Anyhow, forecasting temperature requires the consideration of many factors; day or 

night, clear or cloudy skies, windy or calm, or will there be any precipitation? An error in judgment on even 

one of these factors may cause forecasted temperature to be off by as much as 20 degrees. Historical 

temperature data recorded by a weather station at the prominent meteorological center of the Vancouver, 

British Columbia is used for the analysis. The maximum and minimum temperatures for period of one year 

(2000-2001) are plotted in Figure 4. 

 

Space heating and cooling are the human response to how hot and how cold it ‘feels’. Temperature in this 

case is only one of the contributors to such human response. Factors such as wind-speed in the winter and 
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humidity in the summer have to be accounted for when describing how cold or hot it ‘feels’. For that 

purpose, the weather department developed a measure of how cold the air feels in the winter or how hot the 

air feels in the summer. These two new measurements are called the wind-chill and the heat index, 

respectively. Meteorologists use wind-chill equations to calculate the rate at which exposed human skin loses 

body heat. 

 

6.1.2.  Wind-Speed 

 

It is significant in winter, if the temperature is low, which is roughly below 4.4 °C. When temperature is 

below freezing point, wind is a major factor determining the cooling rate. Figure 5 presents the wind-speed 

recorded in Vancouver, British Colombia for the year 2001. 

 

6.2.  Discussions and Test Results 
 

MLP and ERNN networks trained by backpropagation algorithm are prone to overfit sample data because of 

the large number of parameters that must be estimated. Overfitting usually means estimating a model that fits 

the data so well that it ends by including some of the error randomness in its structure, and then produces 

poor forecasts. In MLP network, this may come about for two reasons: because the model was overtrained, or 

because it was too complex. Overtraining can be avoided by using cross-validation. The sample set is split 

into a training set and validation set. The ANN parameters are estimated on the training set, and the 

performance of the model is tested on the validation set. When this performance starts to deteriorate (which 

means the ANN is overfitting the training data), the iterations are stopped, and the last set of parameters to be 

computed is used to produce the forecasts. Another way is by using regularization techniques. This involves 

modifying the cost function to be minimized, by adding to it a term that penalizes for the complexity of the 

model. This term might, e.g., penalize for the excessive curvature in the model by considering the second 

derivatives of the output with respect to the inputs. Relatively simple and smooth models usually forecast 

better than complex ones. Overfitted ANN may assume very complex forms, with pronounced curvature, 

since they attempt to track down every single data point in the training sets; their second derivatives are, 

therefore, very large and the regularization term grows with respect to the error term. Keeping the total error 

low means keeping the model simple. Overfitting, however, may also be a consequence of over-

parameterization, i.e., of the excessive complexity of the model. The problem is very common in 

backpropagation algorithm-based models; since they are often used as black-box devices, the users are 

sometimes tempted to add to them a large number of variables and neurons, without taking into account the 

number of parameters to be estimated. Many methods have been suggested to prune the ANN, i.e., to reduce 

the number of its weights, either by shedding some of the hidden neurons, or by eliminating some of the 

connections [31]. However, the adequate rate between the number of sample points required for training and 

the number of weights in the network has not yet been clearly defined; it is difficult to establish, 

theoretically, how many parameters are too many, for a given sample size.  

 

Table 1 summarizes the architecture of the different network models used in this study.  The training 

convergence of MLP and ERNN are illustrated in Figures 6 (a) and (b), respectively. RBFN took 

approximately 2 seconds to construct the network. 

 

The optimal network is the one that should have the lowest error on test set and reasonable learning time. All 

the obtained results were compared and evaluated by the Maximum Absolute Percentage Error (MAP), Root 

Mean Square Error (RMSE), and Mean Absolute Deviation (MAD). Test results (August 2001) for the actual 

versus predicted minimum/maximum temperature and wind speed using MLP and ERNN with OSS and LM 

approaches are plotted in Figures 7, 8 and 9, respectively. Relative percentage error for minimum/maximum 

temperature and wind-speed is also plotted in Figures 10, 11 and 12, respectively. Empirical results are 

depicted in Tables 2 through 4.  
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Figure 6 (a):  Convergence of the LM and OSS training algorithms using MLP network. 

 

 

Figure 6 (b):  Convergence of the LM and OSS training algorithms using ERNN. 
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(a)       (b)  

Figure 7: Comparison of actual and forecasted maximum temperature using OSS and LM approaches (a) 

MLP network and (b) ERNN. 

 

(a)       (b) 
Figure 8:  Comparison of actual and forecasted minimum temperature using OSS and LM approaches (a) 

MLP network and (b) ERNN. 

(a)       (b) 
Figure 9:  Comparison of actual and forecasted wind-speed using OSS and LM approaches (a) MLP network 

and (b) ERNN. 
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(a) (b) 

 

Figure 10: Relative percentage error between actual and forecasted maximum daily temperature  (a) MLP 

network and (b) ERNN. 

 

 

 

 

 

 

 

 

 

 

 
 

(a) (b) 

 

Figure 11: Relative percentage error between actual and forecasted minimum daily temperature (a) MLP and 

(b) ERNN. 

 

 

 

 

 

 

 

 

 

(a)       (b) 

 
(a)       (b) 

 

Figure 12: Relative percentage error between actual and forecasted wind-speed (a) MLP network and (b) 

ERNN. 
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Maximum Daily Temperature Forecasting
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(c) 

Figure 13: Comparison among three neural networks techniques for 15-day ahead forecasting of (a) 

maximum daily temperature, (b) minimum daily temperature, (c) maximum daily wind-speed. 
 

Table 1: Comparison of training of connectionist models.  

Network 

model 

Number of 

hidden 

neurons 

Number of 

hidden 

layers 

Activation function 

used in hidden layer 

Activation function 

used in output layer 

MLP 45 1 Log-sigmoid Pure linear 

ERNN 45 1 Tan-sigmoid Pure linear 

RBFN 180 2 Gaussian function Pure linear 
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Test results (April 2001) for the actual versus predicted minimum/maximum temperature and wind-speed 

using MLP (OSS) and ERNN (OSS) and RBFN are illustrated in Figures 13 (a), (b) and (c). Empirical results 

are depicted in Table 5. Comparison of mean absolute percentage error (MAPE) using RBFN, MLP and 

ERNN techniques for three forecasted weather parameters is shown in Figure 14. 

 

In this paper, the assessment of the forecasting performance of the trained networks was done by various 

forecasting errors. If training is successful, the network will be able to generalize, resulting in a high 

accuracy in the forecasting of unknown patters (provided the training data is sufficient representative of the 

forecasting situation). Various forecasting error measures between the actual and forecasted weather 

parameters are defined, however the most commonly adopted by weather forecasters are used here as listed 

below: 
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where Pactual and Ppredicted are the actual and forecasted weather parameter, respectively, and N is the number 

of days in the data set. 

 

Table 2:  Performance of MLP and ERNN for peak temperature forecast. 

MLP Network  ERNN Performance evaluation parameters 

(maximum temperature) OSS LM  OSS LM 

Mean absolute percentage error (MAPE)  0.0170 0.0087  0.0165 0.0048 

Root mean square error (RMSE)  0.0200 0.0099  0.0199 0.0067 

Mean absolute deviation (MAD) 0.8175 0.4217  0.7944 0.2445 

Correlation coefficient 0.96474 0.9998  0.9457 0.9826 

Training time (minutes)  0.4 30  1.8 30 

Number of iterations (epochs) 850 7  1135 10 

 
Table 3:  Performance of MLP and ERNN for minimum temperature forecast. 

MLP Network  ERNN Performance evaluation parameters 

(minimum temperature) OSS LM  OSS LM 

Mean absolute percentage error (MAPE)  0.0221 0.0202  0.0182 0.0030 

Root mean square error (RMSE)  0.0199 0.0199  0.0199 0.0031 

Mean absolute deviation (MAD) 0.7651 0.8411  0.7231 0.1213 

Correlation coefficient 0.9657 0.9940  0.9826 0.9998 

Training time (minutes)  0.3 1  0.3 7 

Number of iterations (epochs) 1015 7  673 11 

 



Neural, Parallel & Scientific Computations, Volume 10, 2002 (157-178) 

Table 4:  Performance of MLP and ERNN for wind-speed forecast. 

MLP Network  ERNN Performance evaluation parameters 

(wind-speed) OSS LM  OSS LM 

Mean absolute percentage error (MAPE)  0.0896 0.0770  0.0873 0.0333 

Root mean square error (RMSE)  0.1989 0.0162  0.0199 0.0074 

Mean absolute deviation (MAD) 0.8297 0.6754  0.7618 0.3126 

Correlation coefficient 0.9714 0.9974  0.9886 0.9995 

Training time (minutes)  0.3 1  0.5 8 

Number of iterations (epochs) 851 8  1208 12 

 
Table 5: Performance of MLP / ERNN / RBFN. 

Model 
Performance Evaluation 

Parameters 

Maximum 

Temperature 

Minimum 

Temperature 
Wind Speed 

RBFN MAP 

MAD 

Correlation Coefficient 

3.821 

0.420 

0.987 

3.622 

1.220 

0.947 

4.135 

0.880 

0.978 

MLP MAP 

MAD 

Correlation Coefficient 

6.782 

1.851 

0.943 

6.048 

1.898 

0.978 

6.298 

1.291 

0.972 

RNN MAP 

MAD 

Correlation Coefficient 

5.802 

0.920 

0.946 

5.518 

0.464 

0.965 

5.658 

0.613 

0.979 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 14:  Comparison of mean absolute percentage error (MAPE) using RBFN, MLP and ERNN 

techniques for three forecasted weather parameters. 

 

 
The final stage is the validation of the proposed forecasting models. It is well known that goodness-of-fit are 

not enough to predict the actual performance of a method, so we test our models by examining our errors in 

samples other that the one used for parameter estimation (out-of-sample errors, as opposed to in-sample 

errors). The three strategies adopted for testing the applicability of an ANN in the present work are: 

 

(a) to test the capability of an ANN to correctly predict the output for the given input set originally used to 

train the network (accuracy performance); 

(b) to test the capability of the ANN to correctly predict the output for the given input sets that were not 

included in the training set (generalized performance); and  

(c) to develop a neural network model which could be trained faster.  
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7.  Conclusions 
 

Neural networks have gained great popularity in time-series prediction because of their simplicity and 

robustness. The learning method is normally based on the descent gradient method 
_
 backpropagation 

algorithm. Backpropagation algorithm has two major drawbacks: the learning process is time-consuming and 

the performance is heavily dependent on the network parameters like learning rate, momentum and so on.  

 

In this paper, we compared the performance of multi-layered perceptron (MLP) neural network, Elman 

recurrent neural network (ERNN) and radial basis functions network (RBFN). Compared to the MLP neural 

network, the ERNN could efficiently capture the dynamic behavior of the weather, resulting in a more 

compact and natural internal representation of the temporal information contained in the weather profile. 

ERNN took more training time but it is dependent on the training data size and the number of network 

parameters. It can be inferred that ERNN could yield more accurate results, if good data selection strategies, 

training paradigms, and network input and output representations are determined properly. Levenberg-

Marquardt (LM) approach appears to be the best learning algorithm for mapping the different chaotic 

relationships. Due to the calculation of Jacobian matrix at each epoch, LM approach requires more memory 

and is computationally complex while compared to one-step-secant (OSS) algorithm.  

 

On the other hand, RBFN gave the overall best results in terms of accuracy and fastest training time. 

Empirical results clearly demonstrate that radial basis function networks are much faster and more reliable 

for the weather forecasting problem considered. The proposed RBFN network can also overcome several 

limitations of the MLP and ERNN networks such as highly nonlinear weight update and slow-convergence 

rate. Since the RBFN has natural unsupervised learning characteristics and modular network structure, these 

properties make it a more effective candidate for fast and real-time weather forecasting. 
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